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SUBFUNCTORS AND SIEVES IN A TOPOS Set®

WOoJCIECH BIELAS

ABSTRACT. We investigate the correspondence between subfunctors
of certain fixed functor F' : C — Set and families of sieves. In the
third part of the paper we obtain a characterization of those families
of sieves which are determined by some subfunctor. Uniqueness of such
subfunctors is extensively used in proving that the category Set€ has
power objects. Finally, we prove that the category Set€ is a topos.
This fact with more or less detailed proofs can be found in [2], [3]
and [4].

1 Basic facts and definitions

In this section we give the definitions of basic categorical notions. For the
definition of a category, functor natural transformation and monomorphism,
the Reader should see for example [1].

Maybe the most intuitive example of a category is a class of all sets
with functions as arrows. We denote this category by Set. This category
has many important properties like having products, coproducts, equalizers
etc. which makes possible advanced constructions in the set theory. These
properties follows from the ZFC axioms, thus they can be repeated in any
model of ZFC. But there are important structures which are formally not
models of ZFC, like Boolean-valued models, in which still the most of the
set-theoretical constructions can be done. These cases are covered by the
concept of topos. In order to define this notion we have to recall some basic
notions from the category theory.

We say that C-object 1 is a terminal object in C if for every C-object
A there is exactly one arrow A — 1. Every singleton is a terminal object in
the category Set.

We say that the diagram



is a pullback if for every C-arrows b/ : B/ — A and k' : B/ — B such that
gok’ = f ol there is exactly one C-arrow i : £/ — E such that ko¢ =k’
and h ot = h'. We also say that the pair h, k is a pullback of the pair f,g.

Notions of a terminal object and a pullback are important for defining
what is the “family of all subsets of a set”. Let C be a category with a
terminal object 1. We say that the category C has a subobject classifier if
there is a C-object 2 with an arrow T : 1 — § such that

(i) for each monomorphism m : B — A there is a unique arrow
x(m) : A — Q such that the diagram

1
|
Q

_

3
o

x(m)

is a pullback,

(ii) for every u : A — Q there is a pullback of the pair u : A — Q,
T:1—=0Q.

The category Set has a subobject classifier, it can be taken as = {0,1}
with T:1—Q, T(0) =1.

Let C be a category with subobject classifier Q, T. We say that (PA,e4)
is a power object of a C-object A if for every C-object B and an arrow
f: Ax B — Q there exists exactly one arrow ]?: B — PA such that the
diagram

Ax B

d| N

Ax PA-2 0

commutes. We say that a category has power objects if its every object has
a power object.

We say that a category is a topos if it has finite products, a subobject
classifier and power objects. This is one from a few equivalent definitions,
it is used in [2].

Let C be a small category, i.e. a category with the class of all C-
objects being a set. It is easy observation that the class Set® of all functors



C — Set with natural transformations as arrows is a category. Since one
of our goals is to show that C — Set is a topos we will make a distinction
for a special kind of a functor: we observe every C-object A determines a
functor Hy : C — Set, HyB = C(A,B), (Haf)g = f og, where C(A, B)
denotes the set of all C-arrows f such that dom f = A and codom F' = B.

Let Nat(F,G) denote the class of all natural transformations F' — G.
Symbols Ob C, Arr C denote the class of all C-objects and C-arrows, re-
spectively.

We denote the fact that objects A, B are isomorphic in a category by
A = B. In the category Set two objects A, B are isomorphic if and only if
there is a bijection between them.

Below we recall very useful theorem. It says that values of a functor can
be taken as sets of natural transformations. This will help us to determine
the form of some functors. A proof of this theorem can be found in [2].

Theorem 1.1 (Yoneda lemma) If F: C — Set is a functor then
Nat(Hy, F) =2 FA

for every C-object A.

2 Category Set® has a terminal object and binary
products

We recall that since a product of the empty diagram is a terminal object,
the category C has finite products if and only if it has a terminal object and
binary products. Thus we should prove the following.

Fact 2.1 Category Set® has a terminal object.

Proof. Let F' : C — Set, FA = {0}, for every C-object A, and let F'f be
a unique function {0} — {0}, for every C-arrow f : A — B. Observe that
{0} is a terminal object in Set.

Since a unique function {0} — {0} is the identity 1;5; we have F(14) =
1pa.

Let us consider C-arrows f: A — B and g: B — C. Then

F(go f) =140y = 110y 0 110y = F(g) o F(f).

Thus F' is a functor. We will show that this functor is a terminal object
in Set®. To see this let us consider functor G : C — Set. We define 14 to



be a unique function GA — {0}. Then for a C-arrow f : A — B we have
that the diagram

GA—2FA

GfJ pr

GB—2-FB

commutes since there is exactly one function GA — FB. Thus

n= (UA)AGObc

is a natural transformation. This 7 is unique since for every C-object A, the
component 74 is unique. Thus F' is a terminal object in Set. U

Fact 2.2 Category Set® has binary products.

Proof. Let us consider functors F,G : C — Set. We define (F x G)A =
FA x GA for C-object A, and ((F x G)f)(z,y) = (Ff)(z),(Gf)(y)) for
C-arrow f: A— B and (z,y) € FA x GA.

Let us consider C-arrows f: A — B and g: B — C. Then

(F x G)1a)(z,y) = (F1a) (@), (G1a)(y)) = (Lra(z), 1ea(y)) = (z,y).

Thus (F' x G)1a = 1paxca = 1(Fxa)a- Next we have

(FxG)(go ), y) = ((F(go f))(x), (G(ge f))y)) =

(Fgo Ff)(x),(GgoGf)(y) = (Fg)((Ff)(x)), (Ga)(Gf)(y))) =
(' x G)g)((Ff)(x), (GF)(y)) = (F x G)g)((F x G)f)(x,y)) =

((F x G)g) o (F x G)f))(,y)

which proves that (F x G)(go f) = (F x G)g) o (F x G)f). Thus F x G :
C — Set is a functor.

For every C-object A, let (m1)a : (F X G)A — FA, (m)a(x,y) = x, and
(m2)a @ (F x G)A — GA, (m2)a(z,y) =y, for (z,y) € FA x GA. Let us
consider f : A — B. Then

(Ef)((m)alz,y) = (Ffz = (m)s((Ffz,(Gf)y) =

(1) B((F < G) f)(x,y))-
Thus the diagram



FAxGA ™4, py
<FxG>fJ JFf
FBx GB ™2, pp

commutes and m; : F' X G — F' is a natural transformation. Similarly we
show that m : F' x G — G is a natural transformation. Let K : C — Set
be a functor and let  : K — F, £ : K — G be natural transformations.

Suppose that « : K — F x G is a natural transformation such that
mpoa = 1 and meoax = €. Let us consider a C-object A. Then (71) g404 = 14
and (mg)a 0 a4 =&a. Thus aa(z) = (na(x),&a(x)) for every x € KA. This
shows that «, if exists, is unique.

Let us define ay : KA — FA X GA, aa(x) = (na(x),&a(x)) for every
x € KA and every C-object A.

Let us consider a C-arrow f: A — B. We see that

(F x G)f)(aa(x)) = (F x G)f)(na(z),Ealx)) =
(Ff)(na(x)), (Gf)(€a(x)) = (ns((Kf)(@)), (K f)(2))) = as((Kf)(z))

which means that « is a natural transformation.
This shows that the functor F' x G with natural transformations 7y, 7o
is a product of F’ and G. O

We leave the following fact without a proof as it is an easy computation.

Fact 2.3 If F1,F5,G1,G2 : C — Set are functors and n : F1 — Gy, &€ :
Fy — Gq are natural transformations then (n X £)4 = na x {a for every
C-object A.

3 Subfunctors and sieves

In order to find a subobject classifier in the category Set® we will examine
monomorphisms in this category. Let us observe that if m : A — B is a
monomorphism in the category Set then there exists the set C' C B such
that C = A. Tt is easy to see that C' = m[A]. As usual we say that C is a
subset of A. We will show that the similar situation holds in the category
Set®. To do that we need to know what is a subfunctor.

Let G, F : C — Set be functors. We say that G is a subfunctor of F
if for every C-object A we have GA C F'A as sets in the category Set, and



(Gf)(z) = (Ff)(z) for x € GA and C-arrow f : A — B. We write it as
G C F. We will show that for each monomorphism m : G — F in Set®
there is a subfunctor K C F' such that K = G. First we have to prove that
each component of a monomorphism is an injection. This is done by the
following Lemma which is an exercise in [3], p. 202.

Lemma 3.1 If m : G — F is a monomorphism in the category Set® then
for every C-object A, component my : GA — F A is an injection.

Proof. Suppose that there is C-object A and z,y € GA, © # y such that
ma(x) =ma(y). Let 0 : GA — G A be a permutation,

y, forz=nux,
o(z) =< z, forz=y,
z, else.

Let KB = GB for every C-object B. If f is a C-arrow then there are
four possibilities: the object A is the domain of f, in this case we define
Kf = (Gf) o o, the object A is the codomain of f, in this case we define
Kf =00 (Gf), the object A is the domain of f and its codomain, in this
case we define K f = 0o (Gf) oo, and for the rest we define Kf = Gf. We
will show that such defined K is a functor.

We see that K(14) =00(G(14))oo0 =colgaoo =000 =1ga = lxa.
If B # Ais a C-object then K(15) = G(1p) = 1gp = 1k . Let us consider
C-objects B, C, D different from A. If f: B — C, g: C — D are C-arrows
then we have

K(gof) =G(go f) =(Gg) o (Gf) = (Kg) o (K).
Functoriality of K in the rest of cases goes as following:

(i) for f: A— B, g: B— C, we have
K(gof)=(G(go[f))oo=(Gg)o(Gf)oo = (Kg)o (Kf),
(i) for f: B— A, g: A — C, we have
K(gof)=G(go f)=(Gg)ooooo(Gf)=(Kg)o(Kf),
(iii) for f: B— C, g: C — A, we have

K(gof) =00 (G(gof)) =00 (Gg)o(Gf) = (Kg)o (Kf),



(iv) for f: A— A, g: A — B, we have
K(gof)=(G(gof))oo=(Gg)o(Gf)oo =
(Gg)ooooo(Gf)oo=(Kg)o(Kf),
(v) for f: A— B, g: B— A, we have
K(gof)=00(G(gof))eo =0ao(Gg)o(Gf)oo = (Kg)o(Kf),
(vi) for f: B— A, g: A— A, we have
K(gof)=00(G(gof)) =00(Gg)o(Gf)=
oo(Gg)eoooo(Gf)=(Kg)o (Kf),
(vii) for f: A— A, g: A — A, we have
K(go f)=00(G(gof))oo=
oo (Gg)oogooo(Gf)oo=(Kg)o(Kf).

We will show that if ng = 1x g = 1gp for every C-object B # A, and na = o
then n : K — G is a natural transformation. Let us consider f : A — A.
Then Kf =00 (Gf) oo thus

(Gf)ona=(Gf)oo =00 (Kf)=mn40(Kf).

Incase f: A — Band B # A we have npo (Kf) = Kf = (Gf)oo =
(Gf)ona. Incase f: B — A and B # A we have (Kf)ong = Kf =
co(Gf) =nao(Gf). If f: B — C and C # A in a C-object then
(Kf)ons =Kf=mnco(Kf).

Since the category Set® has binary products there exists G x K : C —
Set. Let m; : G x K — G, ma : G x K — K be projections. We define
E=nom. Then m,{: G x K — G.

Let us consider C-object B # A, and (z,t) € GB x KB. We see that

(mom)p(2,t) =mp(z) =mp(np(z) =

mp(np((72)B(2,1))) = (Mmonom)p(z,t)

and, since m4(x) = ma(y),
(mom)a(z,t) =ma(z) = ma(na(z)) =
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ma(na((r2)a(z,t))) = (monomg)a(z,t).
Thus m o m; = m onome. Moreover
(m)a(z,7) =2 #y = o(z) =na(r) = na((m2)a(z, z))

hence 71 # nome = £. This is a contradiction since m is a monomorphism.]

Lemma 3.2 IfG is a subfunctor of F then m : G — F given by the formula
ma(z) =z is a monomorphism in the category Set®.

Proof. The naturality of m follows directly from the definition of a subfunc-
tor. Let us consider a functor K : C — Set and natural transformations
a,B : K — G such that moa = mo 3. Let us consider a C-object A and
x € KA. Then aa(x) = ma(aa(z)) = ma(Ba(z)) = Ba(x). This shows
that a = . O

Lemma 3.3 If m : G — F is a monomorphism in the category Set then
there exists a subfunctor K C F, naturally isomorphic to G.

Proof. Let us consider x € GA and C-arrow f: A — B. Then

(Ff)(ma(x)) =mp((Gf)(x)) € mp|GBJ.

Thus the function K : C — Set, KA = ma[GA], (Kf)(x) : ma|GA] —
mp|[GB], (Kf)(z) = (Ff)(x) for every € ms[GA] and C-arrow f : A —
B, is defined correctly.

We see that

(K(1a))(z) = (F(1a))(2) = 1pa(z) = v = 1xa(z)
for z € KA, thus K(14) = 1xa.
Let us consider C-arrows f: A — B, g: B— C, and x € KA. Then
(K(go f))(x) = (F(go [))(z) = (Fg)(Ff)(x)) = (Kg)(Kf)(x)

hence K(go f) = (Kg) o (Kf). This proves that K is a subfunctor of F.
From the Lemma 3.1 we know that m4 : GA — K A is an isomorphism
for every C-object A. With codomain changed from F' A to KA, m becomes



a natural isomorphism of G and K. g

Let us assume that G is a subfunctor of F. Then GA C F A for every
C-object A. Thus we have a restriction of the set FFA to GA. There is also
a natural restriction of the set of C-arrows: every pair A,z where z € FA
and A is a C-object, determines some special subset S(G, A, x) of C-arrows,

S(G,A,z) ={f € ArrC:dom f = A, (Ff)(z) € G(codom f)}.

This subset has one particular property: if f € S(G,A,x) and domg =
codom f then go f € S(G, A, z). Any set S C Arr C such that

(1) dom f=Aforall fes,
(2) if f € S and dom g = codom f then go f € S
is called a sieve on A. Thus every subfunctor G C F' determines the family
Fo={S(G,A,z): Ac ObC,x € FA}

of sieves. For each C-object A we have the function S(G,A,-) : FA —
QA, where QA is the set of all sieves on A. This notation suggests that
S(G, A,-) is a component of a natural transformation, but at this moment
2 is not a functor. We need to define Q1f for a C-arrow f. If we want
S(G, A, -) to be a component of a natural transformation F' — € then there
should be (2f)(S(G,A,z)) = S(G,B,(Ff)(x)) for f: A — B. If g €
S(G,B,(Ff)(z)) then domg = B = codom f and
(F(go f))(z) = (Fg)(Ff)(x)) € G(codom g) = G(codom g o f).

Thus go f € S(G, A, x) and

S(G.B,(Ff)(@)) = {g € ArrC:: go f € S(G, A,2)}.

We can define this operation for any sieve S on A, taking
Sf={g€ArrC:gofeS}

Then

(Qf)(S(G, A,z)) = S(G, B, (Ff)(x)) = S(G, A, ).

Observe that if g : B — C'is an element of Sy and h : C' — D is a C-arrow
then hogo f € S since g € Sy and S is a sieve. Thus ho g € Sy hence Sy
is a sieve on B. Now we can define 2 : C — Set as follows:

QA={SCArrC:Sis asieve on A},
(Qf)(S)=Sffor Se QA and f: A — B.
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Corollary 3.4 IfQ: C — Set is defined as above and G is a subfunctor of
F then (S(G, A, ")) acobc s a natural transformation F' — .

Knowing that each subfunctor of F' determines the family of sieves on
each C-object, we can expect that €2, as a place of all sieves of all C-objects,
will be a subobject classifier. Using the Yoneda lemma we will find even
more natural way to the subobject classifier. Now we are interested in
the operation S + Sy for sieves. The Theorem 3.6 below shows that the
statement about a subfunctor generating a family of sieves, can be inverted.
In order to establish this theorem we observe simple but very useful remark
about sieves.

Remark 3.5 Let f : A — B a C-arrow and let S be a sieve on A. Then
we have the following equivalences:

feSe1pe S < Sy =maxp.

Theorem 3.6 Let us assume that F' : C — Set is a functor and {S(A,x) :
A € ObC,z € FA} is a family of sieves. Then there exist subfunctors
G~,G* C F such that

(1) S(G~,A,z) C S(A,x) C S(GT,A,z) for every C-object A
and xz € FA,

(2) if G', K’ are subfunctors of F such that
S(G',A,x) C S(A,z) C S(K', A, )
for every C-object A and v € FA, then G’ C G~ and GT C K'.

Moreover the following conditions are equivalent:

(a) S(A,x)f = S(B,(Ff)(x)) for every C-arrow f : A — B and
v e FA,

(b) S(A,x) = S(G*, A x) for every C-object A and x € FA,

(c) there exists subfunctor G C F such that S(A,x) = S(G, A, x)
for every C-object A and x € F A,

(d) S(G,A,x) = S(GT,A,z), for every C-object A and x €
FA,

(e) G~ =G,
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(f) there exists a unique subfunctor G C F such that S(A,z) =
S(G, A, x) for every C-object A and x € FA.

Proof. We define
GT={(Ff)(x): fe C(C,A)NS(C,z),z € FC,C € ObC}.

Let us consider f : A — B and z € G A. We will show that (Ff)(z) €
GTB. Since x € GT A there exist C-object C, y € FC and g € C(C, A) N
S(C,y) such that (Fg)(y) = . Then (Ff)(z) = (F(f o g))(y) and since
fog € S(C,y) we obtain (Ff)(z) € GTB. Thus the function Gt f : Gt A —
G'B, (GTf)(z) = (Ff)(x), is correctly defined.

Let us consider C-object A, z € FA and f € S(A,z), f : A — B.
Then (Ff)(xz) € G"B hence f € S(GT, A, z). This shows that S(4,z) C
S(G+, A, z).

Now we define

G A={(Ff)(z): f € C(C,A)NS(C,z),z € FC,C € ObC,

Vg:3—DVh:a-DVyer((F(ho f))(x) = (Fg)(y) — g € S(B,y))}-

Let us consider f : A — E and x € G~ A. We will show that (Ff)(x) €
G~ E. Since x € G~ A there exist C-object C, y € FIC and g € C(C,A) N
S(C,y) such that (Fg)(y) =x and forallk: B — D, h: A— D and z €
FB,if (F(hog))(x) = (Fk)(z) then k € S(B, z). Of course foge S(C,y)
and (Ff)(z) = (F(fog))(y). Let us consider k : B — D, h: E — D and
z € FBsuch that (F(hofog))(y) = (Fk)(z). From the property of g we have
k € S(B,z). Thus (Ff)(x) € G~ B and the function G~ f : G"A — G~ B,

T

)

(G~ f)(x) = (Ff)(x), is correctly defined.

Let us consider f € S(G™,A,x), f: A — E. This means that (F'f)(x)
G~ E. Thus there exists g : C — E, g € S(C,y) such that (Fg)(y
(Ff)(z)and forall k: B— D, h: E — D and z € FB, if (F(hog))(x) =
(Fk)(z) then k € S(B,z). Taking h = 1g : E — E we see that (Ff)(z) =
(F(1gog))(y) thus f € S(A,z). This shows that S(G~, A,z) C S(A, x).

Let us assume that G’, K’ are subfunctors of F' such that S(G’, A,z) C
S(A,z) C S(K', A, x) for every C-object A and x € FA. Let us consider
f e S(G,Azx), f: A— B. This means that (Ff)(z) € GB. It suffices
to show that (F'f)(x) € G"B. Let us consider g : B — D, h: C — D
and y € FC such that (F(go f))(x) = (Fh)(y). Since (Ff)(z) € GB
we have (F'h)(y) = (F(go f))(z) € GD, hence h € S(G,C,y) € S(C,y).
This shows that f has the property asserting that (Ff)(z) € G~ B. Thus
feS(G,Ax)and S(G,A,z) CS(G—,A,x).

Il m
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Now let us consider f € S(G*,A,z), f : A — B. This means that
(Ff)(z) € G"B. Then there exists ¢ : C — B and y € FC such that
g € S(C,y) and (Ff)(z) = (Fg)(y). Since S(C,y) C S(K, A,z) we have
g € S(K,A,z). Therefore (Ff)(z) = (Fg)(y) € KB and f € S(K,A,x).
This shows that S(G', A,z) C S(K, A, z).

Now we turn to the second part of the theorem.

(a)=(b). Let us assume that S(A,z); = S(B,(Ff)(x)) for every C-
arrow f : A — B and x € FA. Since S(A,z) C S(GT, A,x) it suffices to
show that S(G*, A,x) C S(A,z). Let us consider f € S(GT,A,x), f: A —
B. This means that (Ff)(z) € G"B. Thus there exist g : C — B and
y € FC such that (Fg)(y) = (Ff)(z) and g € S(C,y). Since g € S(C,y),
we have from our assumption and the Remark 3.5 that

maxp = 5(C,y)g = S(B, (Fg)(y)) = S(B, (Ff)(x)) = 5(A, )
hence f € S(A4, z).
(b)=(c). This implication is obvious.
(¢)=(d). From the point (2) of the Theorem 3.6, we have that
S(G,A,CE’) g S(G_,A,$) g S(G+,A,$) g S(G,A,JI)

thus S(G,A,z) = S(GT, A, z).
(d)=-(e). We see that

zeG Ae 1€ S(G,Ax) e 1,€S(GH A z) e xeGrA.

(e)=-(a). In this case S(G~,A,z) = S(G*, A, x) hence S(GT,A,z) =
S(A, ). Let us consider f: A — B. Then

S(A,z)f = S(GT, A 2)f = S(GT, B, (Ff)(2)) = S(B, (Ff)(z)).

The point (f) follows from the fact that if S(G, A, x) = S(K, A, x) for ev-
ery C-object A,z € FA,andy € GA\KAthen 14 € S(G,A,z)\S(K, A, z)
which is a contradiction. 0

If a family F of sieves satisfies the condition (a) in the Theorem 3.6 then
we call F an Q-matching family, see [2].

Corollary 3.7 If G, K are subfunctors of F : C — Set and S(G, A, x) =
S(K,A,x) for every C-object A and x € FA then G =K.
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4 Subobject classifier in the category Set®

We will investigate the form of a subobject classifier in Set®. In order to do
this we assume for the moment that Q2 : C — Set is a subobject classifier.
From the Yoneda lemma we know that QA = Nat(Hy4, ). Since there is
a bijection between arrows Hy — €2 and subfunctors G C H4 we see that
in order to find 24 one has to find all subfunctors of H4. In the previous
section we have proved that each subfunctor G C F' determines the family
{S(G,A,z): A€ ObC,z € FA} of sieves such that GT = G~ = G where
GT,G™ are as in the Theorem 3.6. This situation becomes simpler in the
case of subfunctor G C H4. We have a sieve on A,

S(G,A,14) ={f € ArrC:dom f = A, f € G(codom f)} = | ] GB.
BeObC

Then GB = {f € S(G,A,14) : codom f = B} for every C-object B. Thus
G is determined by just one sieve on A. This is another suggestion to define
) as in the previous section.

Fact 4.1 Q is a functor.

Proof. Let us consider C-arrows f: A— B, g: B — C, and § € QA. Then
(Q14))(S)=51,={9€ArC:golg e S}=5=1qa(9),

thus Q(lA) =104a.
Furthermore,

(Q(gof))S =S4 ={h € ArrC : hogof € S} ={h € ArrC : hog € S5} =

(Sp)g = (Q9)(S5) = (29)((21)(5)),
thus Q(go f) = (Qg) o (Uf). O

Each C-object A has its maximal sieve max 4, the set of all C-arrows f
such that dom f = A. We define T : 1 — Q, T 4(0) = maxy4. Let us consider
C-arrow f: A — B. Then

() (Ta(0)) = (Qf)(maxa) = (maxa) s =
{g€ ArrC:domg = B,go f € maxs} = maxg = T5(0) = Tr((1f)(0)).

Thus T is a natural transformation.
We have to show that for each monomorphism m : G — F there is a
unique x(m) : F' — Q such that the diagram

13



G—1

(1) mll s (JZT

is a pullback. We will do this for a subfunctor and then use the Lemma 3.3.

Let us consider subfunctor G C F and let m : G — F be its monomor-
phism from the Lemma 3.2. Assume that x(m) is a natural transformation
such that the diagram (1) is a pullback. We will investigate the form of
x(m), proving also that such x(m) is unique.

Since the diagram (1) commutes we see that x(m)a(xr) = maxy for
every z € GA. Thus GA C x(m);'[{max4}]. The opposite inclusion uses
universal property of pullbacks.

Lemma 4.2 For every C-object A, x(m),*[{maxa}] = GA.

Proof. Suppose that there is C-object A and x € FA \ GA such that
x(m)a(x) = max4.

Let K : C — Set, KB = GBU{(Ff)(z) : f € C(A,B)}. Observe
that if y € KB and g : B — C, then there exists f : A — B such that
y = (Ff)(x). Thus (Fg)(y) = (Fg)((Ff)(@)) = F(g f)(z) € KC. Thus
the function Kf : KB — KC, (Kf)(z) = (Ff)(z), for every C-arrow
f: B — C, is defined correctly.

We will show that K : C — Set is a functor. Let us consider C-arrows
g:B—C,h:C— Dandy=(Ff)(x) € KB for some f: A— B. Then
K(1p)(y) = F(1p)(y) = y = 1xp(y). Furthermore,

K(go f)y) = Flgo f)ly) = F(g)(Ff)(y)) = (Kg)(Kf)(y))-

Since KB C FB for every C-object B and (K f)(y) = (Ff)(y), K is
a subfunctor of F'. Thus ap : KB — FB, ag(y) = vy, is a component of
natural transformation o : K — F. Moreover we see that for y = (F f)(x) €
KB,

x(m)p(as(y)) = x(m)p((Ff)(z)) = (1f)(x(m)a(z)) =
(Qf)(max4) = maxg = T p(0).
Thus the diagram

(2) J JT
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commutes. Since the diagram (1) is a pullback there exists exactly one nat-
ural transformation 3 : K — G such that mo 3 = «. Since z € KA we have
x = aa(x) =ma(fa(x)) = fa(x) € GA; a contradiction with the fact that
x e FA\ GA. O

Let us consider f : A — B and « € F'A. Using the Remark 3.5 we obtain
fex(m)a(z) & (2f)(x(m)a(z)) = maxp.
But x(m) is a natural transformation hence
x(m)p((Ff)(x)) = () (x(m) a(z)).

Thus
fex(m)a(z) & x(m)p((Ff)(x)) = maxp.

From the Lemma 4.2 we have

x(m)a(z) = {f € maxs : (Ff)(z) € G(codom f)}

which proves that x(m) is unique. Moreover x(m)a(z) = S(G, A, z) which
under the Corollary 3.4 means that y(m) is a natural transformation.

Let us consider x € GA. Then (F f)(z) € G(codom f) for any f € max4.
Thus x(m)a(z) = maxy = T 4(0) and the diagram (1) commutes.

Lemma 4.3 The diagram (1) is a pullback.

Proof. Assume that there is natural transformation « : K — F such that
the diagram

(3) o J

commutes. Then for every C-object A also the diagram

KA—— 1

(34) aAJ . JTA

FA—— QA

15



commutes. Suppose that G4 : KA — GA is such that a4 =m0 4. Since
m4 is an insertion we have B4(x) = aa(x) for every x € KA. Thus (4, if
exists, is unique. In order to define G4 in this way we have to know that
as(x) € GA for every © € KA. But for x € KA, we have 14 € maxy =
Ta(0) = x(m)a(x). Thus x = (F(14))(z) € G(codom1,4) = GA.

Thus (4 is unique and correctly defined. Let us consider f: A — B and
x € KA. Then

(GF)(Ba(x)) = (Ff)(aa(z)) = ap(Kf)(z)) = Ba((Kf)(x))

which means that §: K — G is a natural transformation. From the previ-
ous part of the proof we have also that &« = m o 8 and such a 3 is unique.[]

Fact 4.4 For any natural transformation v : F' — Q there exists a functor
G and monomorphism m : G — F such that the pair m : G — F, G — 1 is
a pullback of the pair u, T .

Proof. Let us consider a natural transformation v : I — Q. Let GA =
uzl[{maxA}] C F A for every C-object A. Let us assume that z € GA and
f:A— Bisa C-arrow. Then

up((Ff)(x)) = (f)(ua(z)) = (Qf)(maxs) = maxp .
Thus the function Gf : GA — GB, (Gf)(x) = (Ff)(z), is properly defined.

This means that G is a subfunctor of F. From the Lemma 3.2 we know that
m : G — F given by the formula m4(z) = z is a monomorphism. Observe
that ua(ma(x)) = ua(r) = maxy, thus the diagram

G— 1

(3) mJ JT

F—-Q

commutes. Let us consider a functor K and a natural transformation « :
K — F such that ug(as(x)) = maxy for every x € KA. We have to show
that there is a unique natural transformation 3 : K — G such that mof3 = a.
Any such transformation satisfies the formula 54(z) = ma(fa(x)) = aa(z)
which proves its uniqueness. Since ug(aa(x)) = maxy we see that aa(x) €
GA, hence we can define # by the formula S4(z) = aa(x). If f: A — Bis
a C-arrow then

Be((Gf)(x)) = ap((Ff)(x) = (Kf)(aa(z)) = (Kf)(Ba(z))

16



which shows that 3 is a natural transformation. O

5 Power objects in the category Set®

If PF : C — Set is a functor then from the Yoneda lemma there is a
bijection between (PF)A and Nat(Hy4, PF). If PF is a power object of
F then there is a bijection between Nat(H 4, PF') and Nat(F x H4, ). In
the previous section we have showed that for each natural transformation
u: F x Hy — Q there is a subfunctor G C F' x H, with monomorphism
m : G — F x Hy such that the pair m : G — Fx Hy, G — 11is a
pullback of the pair u, T. Thus we should try to define (PF)A as the set
of all subfunctors of F' x H4. We also need to define (PF)f for a C-arrow
f: A — B. This will be done via families of sieves.
Let G be a subfunctor of F' x H4. Then we have the family

{8(G,C,(x,9)) : C € ObC, (z,9) € (F x Hs)C}.

We want ((PF)f)G to be a subfunctor of F' x Hg. Thus it suffices to find
a sieve for every C-object C' and (z,h) € (F x Hg)C = FC x HgC. This
is done by the formula

S(C, (x, h)) = S(G,C, (z,ho f)).
Let us consider g : C' — D. Then
k€ S(C, (2, h))y & kog € S(C,(x,h) & kog € S(G,C, (x,ho f)) &

((F x Ha)(ko g))(z,ho f) € G(codom (k o g)) <
(F(kog))(x), (Ha(kog))(ho f)) € G(codomk)
((Fk)((Fg)(x)),kogoho f) € G(codomk) <
((F x Ha)k)((Fg)(z),goho f) € G(codom k) <
ke S(G,D,((Fg)(z),goho f))
k€ S(D,((Fg)(z),goh)) <
ke S(D,((Fg)(z), (Hpg)(h))) <
ke S(D,((F x Hp)g)(z,h))

17



thus S(C, (z,h))y = S(D, ((F x Hg)g)(x, h)) and
{S8(C,(x,h)): C € ObC,(z,h) € FC x HgC'}

is an 2-matching family. From the Theorem 3.6 there exists a unique sub-
functor K C F x Hp such that S(C,(z,h)) = S(K,C,(z,h)) for every
C-object C and (z,h) € FC x HgC. We define ((PF)f)G = K and obtain
the formula

S(((PF)f)G,C,(z,h)) = S(G,C,(x,ho f)).
In the case f = 14 we obtain
S(((PF)14)G,C,(z,h)) = S(G,C, (z,holys)) =5(G,C,(x,h)),

thus from Corollary 3.7 we have ((PF)14)G = G and (PF)l4 = 1(ppya-
Let us consider f: A — B and g: B — D. Then

S((PF)(go f))G,C,(x,h)) =5(G,C,(x,hogo f)) =
S(((PF)f)G,C, (l‘,hog>) = S(((PF)Q)(((PF)f)G)7C7 (xvh))

for every C-object C and (z,h) € FC x HpC. From Corollary 3.7 we obtain

(PF)(go /)G = ((PF)g)(PF)f)G)

which proves that (PF)(go f) = ((PF)g) o ((PF)f). Thus PF : C — Set
is a functor.

The last thing to be defined is the evaluation arrow ep : F' x PF — €.
If A is a C-object then we define

(ep)a: FAX (PF)A — QA, (ep)a(z,G)=S(G,A, (x,14)).

Fact 5.1 ep is a natural transformation.

Proof. Let us consider f: A — B. Then
©f)((er)a(z,G)) = S(G, A, (x,14)) 5 = S(G, B, ((F x Ha)f)(x,14)) =

S(G, B, (Ff)(x), ) = S((PF) /)G, B, (Ff)(x),1p)) =
(er)B((Ff)(2), (PF)f)G) = (er)p((F x PF)(z, G)).

18



We have to show that for each n : FF x K — () there exists a unique
n: K — PF such that n = ep o (1 x 7). Let us assume that such 7 exists.
Then
na(@,y) = (er)a((lr x N)alz,y)) = (er)a(@,7a(y)) = SMa(y), A, (z,14)).
Let us consider C-object A and y € KA. We define

S(C,(x,9)) =nc(z, (Kg)(y))
forr € FAand g: A — C. For f:C — D we compute
S(C,(z,9)5 = (Q)(S(C, (2,9)) = (U )(ne(z, (Kg)(y))) =
np((F' x K)f)(z, (Kg)(y))) = np((Ff) (@), (Kf)(Kg)(y))) =
np((Ff)(x), (K(f c9))(y)) = SD,(Ff)(x), fog)) =
S, (Ff)(x), (Haf)g)) = S(D, ((F x Ha)f)(x,9))

which proves that {S(C, (z,g)) : C € ObC,(x,9) € FC x HyC} is an Q-

matching family. From the Theorem 3.6 there exists a unique subfunctor
G C F x Hy4 such that for every C-object C' and z € F'C, g: A — C,

5(G,C,(z,9)) = S(C,(z,9)) = nc(z, (Kg)(y)) =
S(e((Kg)(v)), C, (x,1¢)) = S(PF)g)#a(y)), C, (x,10))) =
SMa(y),C, (z,1c 0 g)) = S(Na(y), C, (x,9)).
From the Theorem 3.6 we obtain G = 14 (y) thus 7 is unique.
Fact 5.2 7 is a natural transformation.
Proof. Let us consider f : A — B, y € KA and C-object C'. Since

n((K f)(y)) is a subfunctor of F' x Hp we consider (z,9) € FC x HgC.
Then

Sms((Kf)(v)), C, (2, 9)) = nc(z, (Kg)(Kf)(y)) = nc(x, (K(ge f))(y) =

)
S(Ma(y), C (z, g0 f)) = S((PF))(1a(y)), C, (z, 9))-
From the Theorem 3.6 we obtain p((K f)(y)) = (PF)f)(1a(y)). O

We see that
(er)a((lr x N)a(z,y)) = (er)a(z,Na(y)) = SMa(y), 4, (z,14)) =
na(z, (K14)(y)) = na(z,y)

hence n = ep o (1p x 7).
objects.

Finally, we have proved that the category Set® is a topos.

This shows that the category Set® has power
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