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1. Introduction

The following paradox concerning isometric embeddings of the sphere S2 is well-
known: whereas the only C2 isometric embedding of S2 into R3 is the standard
embedding modulo rigid motion, there exist many C1 isometric embeddings which
can wrinkle S2 into arbitrarily small regions. The latter flexibility follows from
the celebrated Nash-Kuiper theorem [Nas54, Kui55]. The proof involves an itera-
tion scheme called convex integration which turned out to have surprisingly wide
applicability.

More generally, this type of flexibility appears in a variety of different geometric
contexts and is known as the h-principle [Gro86]. But one has to distinguish two
contrasting cases. In problems which are formally (highly) under-determined, such
as isometric embeddings into Euclidean space with high codimension, one might
expect to find flexibility among smooth solutions. On the other hand in problems
which are formally determined (or even in some cases over-determined), like embed-
ding a surface into R3, the flexibility can only be expected at very low regularity. In
fact this can be taken as a rule of thumb: the h-principle may appear in either high
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2 FROM ISOMETRIC EMBEDDINGS TO TURBULENCE

codimension or low regularity. In both cases new techniques are required because of
the essential non-uniqueness. However, the techniques for proving the h-principle
differ substantially in the two cases.

Quite surprisingly, the same ideas can be applied to a variety of equations from
fluid dynamics. These examples obviously belong to the “low regularity” case. The
purpose of these notes is to explain how suitable variants of convex integration
can be used to construct very large sets of weak solutions to such equations, most
prominently to the incompressible Euler equations.

After a brief survey, based on [DLS12c] of the available results concerning weak
solutions, we present the original proof due to Nash of the celebrated Nash-Kuiper
theorem. There are very good presentations already available in the literature, for
instance [EM02]. However, contrary to geometry texts, our purpose is first to isolate
the key ideas and transfer them from C1 to a Lipschitz setting, where they can be
applied to weak solutions of the Euler equations. In fact, these ideas can be applied
in a very general framework, originally due to L. Tartar [Tar79], which consists of a
plane-wave analysis in the phase space. This framework has been developed in the
last 20 years to a very powerful theory, see [DM97, MŠ03]. We then show that with
this framework at hand, the celebrated results of Scheffer and Shnirelman [Sch93,
Shn97, Shn00] concerning the existence of weak solutions to the Euler equations
with compact support in space-time, can be recovered [DLS09, DLS10].

Finally, we take another look at the Nash-Kuiper theorem and analyse whether
the construction can be extended to produce more regular solutions [Bor65, Bor04,
CDLS12]. The motivation for this comes from Onsager’s theory of turbulence
[Ons49], which predicts the existence of certain weak solutions of the Euler equa-
tions.

2. Non-uniqueness for the Euler equations

In this section we give a brief survey of what is known concerning weak solutions
of the incompressible Euler equations. For simplicity we will restrict attention to
periodic boundary conditions. A more complete survey can be found in [DLS12c].
The incompressible Euler equations can be written as

(1)

 ∂tv + div(v ⊗ v) +∇p = 0,
div v = 0,
v(0, ·) = v0,

where the unknowns v and p are, respectively, a vector field and a scalar function
defined on Tn × [0, T ), where Tn is the n-dimensional (flat) torus.

By a weak solution we mean, as usual, an L2 vector field which solves the equa-
tions in the sense of distributions. In other words v ∈ L2(Tn × (0, T )) is a weak
solution of the incompressible Euler equations if

(2)

∫ T

0

∫
Tn

∂tϕ · v +∇ϕ : v ⊗ v dxdt = 0

for all ϕ ∈ C∞(Tn × (0, T );Rn) with divϕ = 0 and

(3)

∫ T

0

∫
Tn

v · ∇ψ dxdt = 0 for all ψ ∈ C∞(Tn × (0, T )).
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When v0 ∈ L2(Tn), the vector field v is a weak solution of (1) if (2) can be replaced
by

(4)

∫ T

0

∫
Tn

∂tϕ · v +∇ϕ : v ⊗ v dxdt+

∫
Tn

ϕ(x, 0) · v0(x) dx = 0

for all ϕ ∈ C∞(Rn × [0, T );Rn) with divϕ = 0.
The first non-uniqueness result for weak solutions of (1) is due to Scheffer in his

groundbreaking paper [Sch93]. The main theorem of [Sch93] states the existence of
a nontrivial weak solution in L2(R2 ×R) with compact support in space and time.
Later on Shnirelman in [Shn97] gave a different proof of the existence of a nontrivial
weak solution in L2(T2 ×R) with compact support in time. In these constructions
it is not clear if the solution belongs to the energy space L∞(0, T ;L2(Tn)). In the
paper [DLS09] a relatively simple proof of the following stronger statement was
given:

Theorem 2.1 (Non-uniqueness of weak solutions). There exist infinitely many
compactly supported weak solutions of the incompressible Euler equations in any
space dimension. In particular there are infinitely many solutions v ∈ L∞(0, T ;L2(Tn))
to (1) for v0 = 0 and arbitrary n ≥ 2.

In fact, with similar techniques one can construct solutions to arbitrary initial
data in the sense of (4), see [Wie11].

Theorem 2.2 (Global existence for weak solutions). Let v0 ∈ L2(Tn) be a solenoidal
vectorfield. Then there exist infinitely many global weak solutions of (1) with
bounded energy, i.e. such that

E(t) =
1

2

∫
Tn

|v(x, t)|2 dx

is bounded. Moreover E(t)→ 0 as t→∞.

The weak solutions constructed in Theorems 2.1-2.2 are in general such that the
kinetic energy

∫
|v(x, t)|2 dx has an instantaneous jump at time zero, in particular

the energy is allowed to increase. On the other hand on physical grounds one might
impose that the energy should be non-increasing. It is quite remarkable that this
condition already singles out the unique classical solution if it exists [Lio96]:

Theorem 2.3 (Weak-strong uniqueness). Let v ∈ L∞([0, T ), L2(Tn)) be a weak
solution of (1) with the additional property that ∇v +∇vT ∈ L1([0, T ), L∞(Tn)).
Assume that w ∈ L∞([0, T ), L2(Tn)) is another weak solution of (1) satisfying

(5)

∫
Tn

|w(x, t)|2 dx ≤
∫
Tn

|v0|2(x) dx for a.e. t.

Then w coincides with v as long as the latter exists.

This theorem has recently been generalized to admissible measure-valued solu-
tions in [BDLS11], leading to the observation that dissipative solutions of P.L. Lions
are essentially the same as admissible measure-valued solutions.

In light of this weak-strong uniqueness, let us pause for a moment to discuss the
issue of energy conservation. It is easy to see that C1 solutions of the incompressible
Euler equations satisfy the following identity, which expresses the conservation of
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the kinetic energy in local form:

(6) ∂t
|v|2

2
+ div

((
|v|2

2
+ p

)
v

)
= 0 .

Integrating (6) in space we formally get the conservation of the total kinetic energy

(7)
d

dt

∫
Tn

|v|2

2
(x, t) dx = 0 .

For weak solutions, the energy conservation (7) might be violated, and indeed, this
possibility has been considered for a rather long time in the context of 3 dimensional
turbulence. In his famous note [Ons49] about statistical hydrodynamics, Onsager
considered weak solutions satisfying the Hölder condition

(8) |v(x, t)− v(x′, t)| ≤ C|x− x′|α,

where the constant C is independent of x, x′ ∈ T3 and t. He conjectured that

(a) Any weak solution v satisfying (8) with α > 1
3 conserves the energy;

(b) For any α < 1
3 there exist weak solutions v satisfying (8) which do not

conserve the energy.

This conjecture is also very closely related to Kolmogorov’s famous K41 theory
[Kol91] for homogeneous isotropic turbulence in 3 dimensions. We refer the inter-
ested reader to [Fri95, Rob03, ES06]. Part (a) of the conjecture is by now fully
resolved: it has first been considered by Eyink in [Eyi94] following Onsager’s origi-
nal calculations and proved by Constantin, E and Titi in [CET94]. Slightly weaker
assumptions on v (in Besov spaces) were subsequently shown to be sufficient for
energy conservation in [DR00a, CCFS08].

Concerning part (b) of the conjecture, therefore it is of interest to study the
possibility that for sufficiently irregular weak solutions the energy is decreasing in
time. In particular, this motivates studying admissible weak solutions.

The first example of a weak solution in the energy space for which the energy is
a strictly decreasing function of time was produced by A. Shnirelman in [Shn00].

More generally, it turns out that one can construct weak solutions v with pre-
scribed energy density 1

2 |v|
2 - in other words, for a given positive function ē(x, t)

we can find a weak solution v of the Euler equations such that 1
2 |v|

2 = ē. Let us
delay stating the precise result until Section 6, and focus in this introduction on the
following striking consequence: admissible weak solutions need not be unique. A
particularly simple demonstration is furnished by the following example. Consider
the following solenoidal vector field in T2 = (−π, π)2:

(9) v0(x) =

{
(1, 0) if x2 ∈ (−π, 0)
(−1, 0) if x2 ∈ (0, π)

and extended periodically. We have the following result from [Szé11a]:

Theorem 2.4 (The vortex-sheet is wild). For v0 as in (9) there are infinitely many
weak solutions of (1) on T2 × [0,∞) which satisfy (5).

Any initial data v0 which leads to non-uniqueness of admissible weak solutions is,
a fortiori, irregular. Indeed, this follows from the weak-strong uniqueness Theorem
2.3 together with classical local existence results for regular initial data. We call
initial data, for which admissible weak solutions are not unique, “wild”. One might
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ask how large the set of these “wild” initial data is. It turns out that this is a dense
set in L2, see Theorem 2 in [SW11]:

Theorem 2.5 (Density of wild initial data). The set of wild initial data is dense
in the space of L2 solenoidal vectorfields.

For a thorough discussion of further, more stringent “admissibility” criteria based
on (6)-(7) we refer the reader to [DLS10, DLS12c].

Coming back to Onsager’s conjecture, recently weak solutions in dimension n = 3
satisfying (8) were constructed in [DLS12a, DLS12b], where the energy is strictly
decreasing. More precisely,

Theorem 2.6 (Non-conservation of energy). Let e : [0, 1]→ R be a smooth positive
function. For every α < 1

10 there exists a weak solution v ∈ C(T3× [0, 1]) such that
(8) holds and

(10) e(t) =

∫
T3

|v(x, t)|2 dx ∀t ∈ [0, 1] .

In fact the pressure also enjoys additional Hölder regularity, see [DLS12b] for
details. A presentation of the proof of this result would go beyond the scope of
these notes. We will show how to improve the Nash-Kuiper result to C1,α in Section
7. Although several additional ideas are needed for the proof of Theorem 2.6, we
hope that the reader will be at least convinced by the philosophy of these lecture
notes, namely that the analogies between weak solutions of the Euler equations and
rough isometric embeddings are far reaching, so that a proof of Theorem 2.6 should
go along the lines of the more explicit proof in Section 7 for embeddings.

All of the results presented in this section rely on a general construction called
convex integration. In the next couple of sections we will develop this theory in some
detail, starting with a seemingly completely unrelated problem: the construction
of isometric embeddings.

3. The Nash-Kuiper Theorem

The starting point for the story of convex integration is the following very sur-
prising theorem.

Theorem 3.1 (Nash-Kuiper). Let (Mn, g) be a smooth compact manifold, m ≥
n+ 1 and

u : Mn ↪→ Rm

a short embedding. Then u can be uniformly approximated by C1 isometric embed-
dings.

Recall that a short map is one which shrinks distances, in other words

`(u ◦ γ) ≤ `(γ)

for any C1 curve γ ⊂Mn, where ` denotes the length.
A way to “visualize” this theorem is to imagine wrinkling the standard n-sphere

Sn ⊂ Rn+1 inside a very tiny ball Bε. Indeed, the map which homothetically shrinks
Sn → εSn is clearly a short embedding. Therefore the theorem implies that in a
C0 neighbourhood of this shrinking map there exist C1 isometric embeddings; in
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u−→

Figure 1. Nash-Kuiper in dimension n = 1

particular there exist C1 isometric images of Sn in an arbitrarily small neighbour-
hood of εSn. It is on the other hand important to note, that, since the isometry
constructed is C1, the process is very different from the ”usual” crumbling of paper
for instance. The latter produces folds, leading to a Lipschitz map, whereas the
Nash-Kuiper theorem produces continuous tangents. In dimension n = 1 this is
pretty trivial, see Figure 1, even with a smooth isometric embedding. On the other
hand for dimension n ≥ 2 the classical rigidity of the sphere [CV27, Her43] implies
that any such isometry cannot be C2. We will briefly return to the issue of rigidity
in Section 7. For a comprehensive introduction to rigidity we refer to Chapter 12
in [Spi79].

3.1. Local version in codimension 2. In order to isolate the analytical ideas in
the proof of the Nash-Kuiper theorem, it helps to first consider a local version. Let
Ω ⊂ Rn be an open and bounded set with C1 boundary, which we can think of as
a coordinate patch on Mn, and let g be a smooth metric on Ω. In other words,
g ∈ C∞(Ω;P), where

P = {n× n positive definite matrices} .

Furthermore, let m ≥ n+ 1. A map u : Ω→ Rm is an immersion if

∇uT∇u = (∂iu · ∂ju)i,j=1...n

is non-singular for every x ∈ Ω. Moreover, in this case ∇uT∇u is the induced
metric on the image u(Ω). Thus, the immersion is short if

∇uT∇u ≤ g in Ω

in the sense of quadratic forms, and it is isometric if

∇uT∇u = g in Ω.

A smooth strictly short immersion is therefore an immersion u ∈ C∞(Ω;Rm) such
that

(11) ∇uT∇u < g in Ω

Theorem 3.2. Let m ≥ n+ 2 and u : Ω→ Rm a smooth strictly short immersion.
For any ε > 0 there exists ũ ∈ C1(Ω;Rm) such that ‖u− ũ‖C0(Ω) < ε and

∇ũT∇ũ = g in Ω.
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Before proceeding to the proof, let us show the main idea of Nash. Let u be a
strictly short map as in Theorem 3.2. Then u(Ω) ⊂ Rm is a smooth submanifold
of codimension at least 2. Therefore we can choose two linearly independent unit
normal vectors ζ, η to u(Ω). In other words, there exist ζ, η ∈ C∞(Ω;Rm) such
that for all x ∈ Ω

(12) |ζ| = |η| = 1, ζ · η = 0, and ∇uT ζ = ∇uT η = 0.

Next, let ξ ∈ Sn−1 a direction in Rn and set

(13) v(x) = u(x) +
a(x)

λ

(
sin(λx · ξ)ζ(x) + cos(λx · ξ)η(x)

)
for some amplitude a and frequency λ� 1. Then

(14) ∇v = ∇u+ a(x)

(
cos(λx · ξ)ζ ⊗ ξ − sin(λx · ξ)η ⊗ ξ

)
+O

(
1

λ

)
,

so that, because of (12)

(15) ∇vT∇v = ∇uT∇u+ a2(x)ξ ⊗ ξ +O

(
1

λ

)
.

In other words, the spiral perturbation in (13) leads to a new map v, whose induced
metric, given by (15) is – up to an error of size λ−1 – increased in the direction of
ξ by an amount a2 and is not changed in orthogonal directions. This is where the
shortness assumption comes into play: since u is assumed to be strictly short, we
can write

(16) g −∇uT∇u =
∑
k

a2
kξ
k ⊗ ξk.

Then, by successively adding spirals as in (13) and choosing λ in each step suffi-
ciently large, we should be able to correct the initial metric, up to an arbitrarily
small error. Moreover, (14) implies that

(17) ‖∇v −∇u‖C0(Ω) ∼ ‖a‖C0(Ω) +O

(
1

λ

)
whereas from (16) we obtain

‖a‖C0(Ω) ≤ ‖g −∇uT∇u‖
1/2
C0(Ω).

In this way it is possible to control the C1 norm of the perturbations.
There is, however, one important detail: the calculations just shown only work

if the direction ξ in (13) is independent of x. Therefore in (16) one cannot simply
diagonalize the positive definite matrix g(x) − ∇u(x)T∇u(x) for each x. Instead,
we define a kind of partition of unity on P, the space of positive definite matrices.

Lemma 3.3 (Decomposing the metric error). There exists a sequence {ξk} of unit
vectors in Rn and a sequence Γk ∈ C∞c (P; [0,∞)) such that

A =
∑
k

Γ2
k(A)ξk ⊗ ξk ∀A ∈ P,

and there exists a number N ∈ N depending only on n such that, for all A ∈ P at
most N of the Γk(A) are nonzero.
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Proof. First of all observe that P1 := P ∩ {tr (A) = 1} is an open convex subset

of L := {A ∈ Rn×nsym : tr (A) = 1}, where dimL = n(n+1)
2 − 1. Therefore, by

Caratheodory’s theorem on convex sets, every element of P1 is contained in the
interior of a simplex {A1, . . . , An(n+1)

2
}co ⊂ L.

Let {S(i)}i∈N be a locally finite covering of P1 by non-degenerate open simplices
in L. Thus, each Si has the form

S(i) = int

{
A

(i)
1 , . . . , A

(i)
n(n+1)

2

}co
for some Aij ∈ P1 and there exists N0 ∈ N depending only on n such that each

A ∈ P1 is contained in at most N0 simplices. In each S(i) then there exist smooth
functions µi,j : S(i) −→ (0, 1) such that

A =
∑
j

µ2
i,j(A)A

(i)
j for all A ∈ S(i).

Moreover, each A
(i)
j , being diagonalizable and positive definite, can be written as

A
(i)
j = (c

(i)
j,1)2ξ

(i)
j,1 ⊗ ξ

(i)
j,1 + · · ·+ (c

(i)
j,n)2ξ

(i)
j,n ⊗ ξ

(i)
j,n

where c
(i)
j,k ∈ R and ξ

(i)
j,k ∈ Sn−1. Finally, let ψi be a partition of unity subordinate

to Si, i.e. such that

suppψi ⊂⊂ Si,∑
i

ψ2
i = 1 in P1.

Then

A =

∞∑
i=1

n(n+1)
2∑
j=1

n∑
k=1

(
ψi(A)µi,j(A)c

(i)
j,k

)2

ξ
(i)
j,k ⊗ ξ

(i)
j,k

gives a decomposition for A ∈ P1. For general A ∈ P this leads to the required
decomposition

A =

∞∑
i=1

n(n+1)
2∑
j=1

n∑
k=1

tr (A)
(
ψi

(
1

tr (A)A
)
µi,j

(
1

tr (A)A
)
c
(i)
j,k

)2

ξ
(i)
j,k ⊗ ξ

(i)
j,k

with N = 1
2N0n

2(n+ 1).
�

In the terminology of Nash [Nas54] a stage consists of decomposing the metric
error into primitive metrics as in Lemma 3.3 and successively adding each primitive
metric in steps using the spirals (13). Thus, the goal of a stage is the following:

Proposition 3.4 (Stage: reducing the metric error). Let m ≥ n+ 2 and u : Ω→
Rm a smooth strictly short immersion. For any ε > 0 there exists a smooth strictly
short immersion ũ : Ω→ Rm such that

‖g −∇ũT∇ũ‖C0(Ω) ≤ ε(18)

‖∇u−∇ũ‖C0(Ω) ≤ C‖g −∇uT∇u‖
1/2
C0(Ω)(19)

‖u− ũ‖C0(Ω) ≤ ε(20)
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Proof. Let h = g −∇uT∇u, so that h ∈ C∞(Ω;P). According to Lemma 3.3

(21) h(x) =
∑
k

a2
k(x) ξk ⊗ ξk,

where

ak(x) := Γk(h(x)).

Observe that the sum in (21) is finite with, say, M ∈ N terms, since h(Ω) is a
compact subset of P and the covering in Lemma 3.3 is locally finite. Moreover, for
each x ∈ Ω at most N of the coefficients ak(x) are nonzero.

Fix 0 < δ < 1/2 so that h(x) ≥ δ Id in Ω. We define successively maps

u0 = u, u1, u2, u3, . . . , uM

as follows. Given uk, let

uk+1 = uk + (1− δ)1/2 ak
λk

(
sin(λkx · ξk)ζk(x) + cos(λkx · ξk)ηk(x)

)
,

where ζk, ηk are unit normal vector fields to uk(Ω), i.e. such that

|ζk| = |ηk| = 1, ζk · ηk = 0, and ∇uTk ζk = ∇uTk ηk = 0,

and λk is sufficiently large so that∥∥∇uTk+1∇uk+1 −
(
∇uTk∇uk + (1− δ)a2

kξ
k ⊗ ξk

)∥∥
C0(Ω)

≤ δ2

2M
.

This is possible in view of (15). Observe that both the normal fields ζk, ηk and the
choice of frequency λk depend on the map uk. Then uM satisfies∥∥g −∇uTM∇uM − δ h∥∥C0(Ω)

≤ δ2/2 ,

hence

g −∇uTM∇uM ≥ δ h− δ2

2 Id ≥ δ2

2 Id > 0

for all x ∈ Ω. Therefore uM is strictly short and moreover

(22)
∥∥g −∇uTM∇uM∥∥C0(Ω)

≤ δ
∥∥h∥∥+ δ2/2 .

Furthermore, from (14) we obtain, for λk sufficiently large,

(23) |∇uM (x)−∇u(x)| ≤
∑
k

[
|ak(x)|+ δ

]
for any x ∈ Ω. On the other hand, from (21) we see – by taking the trace – that

‖ak‖C0(Ω) ≤
∥∥g −∇uT∇u∥∥1/2

C0(Ω)

for each k. Therefore, since for each x ∈ Ω the sum in (23) contains at most N
terms, we obtain

(24) ‖∇uM −∇u‖C0(Ω) ≤ N
∥∥g −∇uT∇u∥∥1/2

C0(Ω)
+Nδ

Similarly, we obtain from (13)

(25) ‖uM − u‖C0(Ω) ≤ δ.

Thus, by choosing δ > 0 sufficiently small, from (22), (24) and (25) we deduce
(18)-(20) for ũ = uM with C = 2N . �
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Proof of Theorem 3.2
Let εk → 0 be a sequence such that∑

k

εk ≤ ε and
∑
k

ε
1/2
k <∞.

Using Proposition 3.4 we obtain a sequence of smooth, strictly short maps uk ∈
C∞(Ω;Rm) such that u0 = u and for k ≥ 1

‖g −∇uTk∇uk‖C0(Ω) ≤ εk ,

‖∇uk+1 −∇uk‖C0(Ω) ≤ Cε
1/2
k ,

‖uk+1 − uk‖C0(Ω) ≤ εk+1 .

Therefore uk is a Cauchy sequence in C1 and converges to a limit ũ ∈ C1(Ω;Rm).
It follows then, that ũ satisfies

∇ũT∇ũ = g in Ω

‖u− ũ‖C0(Ω) ≤
∑
k

εk ≤ ε

This completes the proof.

3.2. Extensions. In this section we describe how to modify the proofs from Sec-
tion 3.1 in order to prove the general statement of Theorem 3.1. This involves
modifications in the following directions:

• from m = n+ 2 to m = n+ 1;
• from single charts to general manifolds;
• from immersions to embeddings.

The case m = n+ 1.

Recall that the building block in the construction for the codimension 2 case was
the spiral in (13). In codimension 1 we need to replace this by corrugations (called
strains in [Kui55]). More precisely, let

γ : Ω× S1 → R2; (x, t) 7→ (γ1, γ2)

be a family of closed curves (i.e. 2π-periodic in t), parametrized by x ∈ Ω, and set

(26) v(x) = u(x) +
1

λ

(
γ1(x, λx · ξ)ζ(x) + γ2(x, λx · ξ)η(x)

)
,

where η is the (unique) normal vector to u(Ω) as before, and ζ is still to be chosen.
The new induced metric is then

∇vT∇v = ∇uT∇u+ γ̇1

(
∇uT ζ ⊗ ξ + ξ ⊗∇uT ζ

)
+
(
γ̇2

1 |ζ|2 + γ̇2
2

)
ξ ⊗ ξ +O

(
1

λ

)
,

where γ̇ denotes the derivative with respect to t. Thus, the natural choice for ζ is
such that ∇uT ζ = ξ, i.e.

ζ = ∇u(∇uT∇u)−1ξ,

so that the metric change becomes (2γ̇1 + |ζ|2γ̇2
1 + γ̇2

2)ξ ⊗ ξ. A slightly more clever
choice of vectors can lead to a more symmetric form: set

ζ̃ =
ζ

|ζ|2
, η̃ =

η

|ζ|
,
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a2

a a

a2

Figure 2. “Convex Integration”: construct γ̇ first with average
zero, then integrate. The figure shows γ̇ for the codimension 1 left
and codimension 2 right.

and replace ζ, η by ζ̃, η̃ in (26). We obtain

(27) ∇vT∇v = ∇uT∇u+
1

|ζ|2
(
2γ̇1 + γ̇2

1 + γ̇2
2

)
ξ ⊗ ξ +O

(
1

λ

)
.

Hence, in order to recover (15) we need to choose γ so that

(i) (1 + γ̇1)2 + γ̇2
2 = |ζ|2a2 + 1;

(ii) t 7→ γ(x, t) is 2π-periodic.

Observe that (i) should not be viewed a differential equation, since for any fixed x
we can directly solve for γ̇ and integrate in t, provided we replace (ii) by

(ii’) t 7→ γ̇(x, t) is 2π-periodic with average 0.

Thus, γ̇ is required to solve an inclusion (i.e. take values on a circle) with average
zero. In particular the origin needs to lie in the convex hull of the values of γ̇.

Note that along the iteration of stages, the amplitude a will be small whereas |ζ|
will stay order one (c.f. Proposition 3.4). Therefore we may write

√
1 + |ζ|2a2 ∼

1 + a2, see Figure 2 left. If we choose γ̇ to take values only in the thickened part
of the circle, we can ensure |γ̇| ≤ C|a|, which leads to the C1-estimate as in (17).
The rest of the proof is now precisely as in the codimension 2 case.

General manifolds.

Fix a covering of the manifold M by coordinate charts

M ⊂
⋃
p

Up

with an associated partition of unity {φp} so that
∑
p φp = 1 and φp ∈ C∞c (Up).

Given a map u : M → Rm let u]e be the pullback of the standard Euclidean metric
through u. At each stage, i.e. in the analogue of Proposition 3.4, we decompose the
metric error

h = g − u]e
into primitive metrics in the different charts as

h(x) =
∑
k,p

φp(x)a2
k(x)ξk ⊗ ξk,
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where ak(x) = Γk(h(x)) as before. The proof of Proposition 3.4 can now be carried
out with this decomposition in place of (21).

Embeddings.

In order to obtain embeddings, we need to ensure at each step that the perturba-
tion (13) or (26) does not lead to self-intersections. To this end assume that we start
with a smooth strictly short embedding u. Recall from (15) that the perturbation
is chosen in such a way that

(28) ‖v − u‖C0 → 0 with λ→∞,

and

(29) ∇vT∇v = ∇uT∇u+ a2ξ ⊗ ξ +O

(
1

λ

)
.

Let x, y ∈ M be two points sufficiently close (in particular contained in a single
chart). We have

v(y)− v(x) = ∇v(x)(y − x) +O(|x− y|2),

and consequently

|v(y)−v(x)|2 =
〈
∇v(x)T∇v(x)(y − x), (y − x)

〉
+O(|x− y|3)

(28)

≥
〈
∇u(x)T∇u(x)(y − x), (y − x)

〉
+O(|x− y|3) +O

(
1
λ |x− y|

2
)

≥ |u(x)− u(y)|2
(
1 +O(|x− y|) +O( 1

λ )
)
.

Therefore there exists ε > 0 and λ0 > 1 so that for all λ ≥ λ0

|v(y)− v(x)| ≥ 1

2
|u(x)− u(y)| whenever |x− y| < ε.

This ensures that no self-intersections are created locally. On the other hand, global
self-intersections can be prevented using the C0-control: given ε > 0 (28) implies
the convergence

|v(y)− v(x)|
|u(x)− u(y)|

→ 1 as λ→∞

uniformly in the set {(x, y) ∈M ×M : |x− y| ≥ ε}. Therefore there exists λ1 > 1
so that for all λ ≥ λ1

|v(y)− v(x)| ≥ 1

2
|u(x)− u(y)| whenever |x− y| ≥ ε.

In conclusion, for sufficiently large λ the new map v is also an embedding.

3.3. The Lipschitz case. In the equidimensional case C1 isometries do not enjoy
the flexibility of Theorem 3.1. Indeed, it is very easy to see that any C1 isometric
map Ω ⊂ Rn → Rn is necessarily locally affine (Liouville’s theorem). One can
consider Lipschitz maps instead. However, this leads to (at least) two different
problem descriptions.

(A) u : Ω ⊂ Rn → Rn Lipschitz with

∇u(x)T∇u(x) = g(x) a.e. x;
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(B) the length of all rectifiable curves Γ is preserved in the sense that∫ l

0

√
g(Γ̇(t), Γ̇(t)) dt =

∫ l

0

|∇u(Γ(t))Γ̇(t)| dt.

It is not difficult to see that (B) ⇒ (A). Conversely, there exist maps satisfying
(A) which do not satisfy (B). We will see this later in Section 5.1.

Although (B) is clearly a geometrically more “correct” notion of isometry, we
will concentrate on maps satisfying (A). The reason for this is that the type of
map satisfying (A) can be seen as the analogue of L∞ weak solutions of the Euler
equations as seen in Section 2.

Theorem 3.5. Let u : Ω → Rn be a smooth strictly short map. For any ε > 0
there exists a Lipschitz map ũ : Ω→ Rn such that ‖u− ũ‖C0(Ω) < ε and

∇u(x)T∇u(x) = g(x) a.e. x ∈ Ω.

Although this theorem is essentially trivial (think of crumbling a piece of paper!)
compared to Theorem 3.1, it is instructive to look at the analogues of the estimates
in Proposition 3.4.

Proposition 3.6 (Stage in the Lipschitz case). Let u : Ω→ Rn be a smooth strictly
short map. For any ε > 0 there exists a smooth strictly short map ũ : Ω→ Rn such
that ∫

Ω

tr(g −∇ũT∇ũ) dx ≤ ε(30) ∫
Ω

|∇u−∇ũ|2 dx ≤ C
∫

Ω

tr(g −∇uT∇u) dx(31)

‖u− ũ‖C0(Ω) ≤ ε(32)

Actually, (31) essentially follows from the shortness (11) and the uniform esti-
mate (32). To see this, let us write

tr(g −∇ũT∇ũ) = tr(g −∇uT∇u)− 2〈∇u,∇ũ−∇u〉 − |∇ũ−∇u|2.

Integrating by parts over Ω we obtain∫
Ω

〈∇u,∇ũ−∇u〉 dx = −
∫

Ω

∆u · (ũ− u) dx+

∫
∂Ω

〈Du, (ũ− u)⊗ ν〉

and hence, using that ũ is short, we deduce∫
Ω

|∇ũ−∇u|2 dx ≤
∫

Ω

tr(g −∇uT∇u) + C‖u‖C2(Ω)‖ũ− u‖C0(Ω).

Therefore, choosing ε > 0 sufficiently small in (32) we can conclude (31).
The upshot is that in the statement of Proposition 3.6 we are allowed to con-

trol the C0-norm of the perturbation ũ − u whilst retaining the (strict) shortness
condition (11), which provides a uniform gradient bound. This controlled uniform
convergence then leads to strong convergence of the gradient, c.f.[MŠ03].

Sketch proof of Proposition 3.6. The proof proceeds analogously to the proof of
Proposition 3.4, except now the metric error is measured in the L1-norm rather than
the C0 norm. In particular, we start by decomposing the metric error into primitive
metrics, and define successively maps in order to add each primitive metric.
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For a single step we now consider a perturbation of the form

ũ(x) = u(x) +
1

λ
γ(x, λx · ξ)ζ̃(x),

where, similarly to Section 3.2, γ : Ω× S1 → R, and

ζ̃ =
ζ

|ζ|2
, ζ = ∇u(∇uT∇u)−1ξ.

The induced metric will then be

∇ũT∇ũ = ∇uT∇u+
1

|ζ|2
(2γ̇ + γ̇2)ξ ⊗ ξ +O(

1

λ
).

In order to achieve the desired metric perturbation, we would require

(i) (1 + γ̇)2 = 1 + |ζ|2a2;
(ii’) t 7→ γ̇(x, t) 2π-periodic with average zero.

However, the error estimate O( 1
λ ) in the metric change is only valid if γ ∈ C1(Ω×

S1). Therefore we have to replace (i) by a pointwise upper bound

(1 + γ̇)2 ≤ 1 + |ζ|2a2 ∀x ∈ Ω, t ∈ S1

together with an average lower bound

1

2π

∫ 2π

0

[
a2 − 1

|ζ|2
(2γ̇ + γ̇2)

]
dt ≤ ε ∀x ∈ Ω.

The upper bound leads to the shortness condition (11). The estimate (30) follows
from the average lower bound and the assertion, that for any f ∈ C(Ω× S1)∫

Ω

f(x, λx · ξ) dx→
∫

Ω

1

2π

∫ 2π

0

f(x, t) dt dx

as λ→∞, applied to f = 1
|ζ|2 (2γ̇ + γ̇2).

The rest of the proof is exactly as the proof of Proposition 3.4. �

We presented here a proof that follows the strategy of Nash. However, for Lips-
chitz differential inclusions a much more flexible and general technique is available.
We will discuss this in the next section.

4. Convergence Strategies

In this chapter we discuss several ways of producing strongly convergent approx-
imating sequences to differential inclusions from weakly convergent ones.

To motivate, let us revisit the Lipschitz version of the Nash theorem, Theorem
3.5. Let Ω ⊂ Rn for n ≥ 2 be a bounded Lipschitz domain and let Γ ⊂ Ω be a
closed subset with |Γ| = 0 (for instance Γ = ∂Ω). Furthermore, let g ∈ C∞(Ω;P)
be a smooth metric on Ω as before. Let

X0 =
{
u ∈ C∞(Ω) : ∇uT∇u < g in Ω and u|Γ = 0

}
X = closure of X0 in sup-norm

and

I(u) =

∫
Ω

tr (g −∇uT∇u) dx.

Observe that ‖∇u‖C0(Ω) ≤ ‖g‖
1/2
C0(Ω) for all u ∈ X0, so that X consists of uniformly

Lipschitz functions. Moreover, with the uniform topology X is a complete (in
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fact compact) metric space. Note that I is therefore well-defined on X, it is non-
negative, but is not continuous (in fact it is upper-semicontinuous). The zero-set
{u ∈ X : I(u) = 0} consists of Lipschitz mappings such that

(33)

{
∇uT∇u = g a.e. x ∈ Ω,

u(x) = 0 ∀x ∈ Γ.

Proposition 3.6, applied to the open set Ω \ Γ, can be restated as follows:

∀u ∈ X0 ∃uk ∈ X0 such that uk → u uniformly in Ω and I(uk)→ 0.

The goal of this section is to give general statements that allow us to deduce from
here

Theorem 4.1. The set {u ∈ X : I(u) = 0} is Baire-generic in X.

Here, Baire-generic means residual. Recall that in a metric space a set is said
to be nowhere dense if its closure has empty interior. A residual set is then the
complement is a countable union of nowhere dense sets. We refer to [Oxt80] for a
general reference on Baire category.

In particular Theorem 4.1 implies that {u ∈ X : I(u) = 0} is dense in X.
This shows that there exists a very large set of solutions of the problem (33).
This statement should be compared with the density statement in the Nash-Kuiper
theorem, Theorem 3.1.

The proof of Theorem 4.1 can be cast into a general framework for obtaining
strongly convergent sequences from weakly convergent ones. Indeed, assuming Γ
is nonempty, we see that the uniform topology in X is equivalent to the topology
induced by weak convergence of ∇u. Writing z = ∇u, we could directly consider
sequences zk with the constraint curl zk = 0. We now consider the following “un-
constrained” setting: let D ⊂ Rd be an open bounded set and let

X0 ⊂ L2(D) bounded, I : X0 → R a functional

with the property such that

(34) ∀u ∈ X0 ∃uk ∈ X0 such that uk ⇀ u in L2 and I(uk)→ 0.

Note that no continuity property is assumed on I. To have a simple but concrete
setting in mind, consider the following example:

Example 1. Consider the set

X0 :=
{
u ∈ L∞(0, 1) : |u(x)| < 1 almost everywhere

}
and let I(u) =

∫ 1

0
1− |u(x)|2dx. Given u ∈ X0 consider the functions

uk(x) = u(x) +
1

2
(1− |u(x)|2) sin(kx).

It is easy to see that uk ∈ X0 for all k. Moreover, with fk(x) := sin(kx)

fk
∗
⇀ 0 and f2

k
∗
⇀ 1/2 in L∞(0, 1),

hence

uk
∗
⇀ u in L∞(0, 1) and lim sup

k→∞
I(uk) ≤ I(u)− 1

8
I(u)2.
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Consider now a sequence {uk} ⊂ X0 in the above example, defined inductively
as u0 = 0,

uk+1(x) = uk(x) +
1

2
(1− |uk(x)|2) sin(λk+1x),

for some sequence of frequencies {λk}. It is not difficult to see that if λk → ∞
sufficiently fast, then the sequence {uk} converges strongly in L2(0, 1) to some
limit u with |u| = 1 a.e. The aim of this chapter is to show that this ”choice of
frequencies” can be adapted to achieve strong convergence in the general setting.

4.1. Controlled weak convergence implies strong convergence. Let X0 ⊂
L2(D) be a bounded set and let X be the weak closure of X0 (i.e. the closure with
respect to the weak L2 topology). Being a bounded subset of L2, the weak topology
on X is metrizable, making X into a compact metric space, which we will denote
by (X, d).

Theorem 4.2. Let I : X → R be a functional on X which is continuous with
respect to the strong topology. Assume that

∀u ∈ X0 ∃uk ∈ X0 with uk ⇀ u in L2(D), I(uk)→ 0.

Then {u ∈ X : I(u) = 0} is dense in (X, d).

Proof. Let u ∈ X0. It suffices to prove that for any δ > 0 there exists w ∈ X with
I(w) = 0 and d(w, u) ≤ δ.

To this end we construct a sequence {vk} ⊂ X0 inductively as follows. First of
all, set v0 = u. Having defined v1, . . . , vk, choose vk+1 so that

‖vk+1 − vk‖22 ≤ ‖vk+1‖22 − ‖vk‖22 + 2−k,(35)

I(vk+1) ≤ 2−k,(36)

d(vk+1, vk) ≤ δ2−k(37)

Indeed, this is possible, since by assumption to vk there exists a sequence vk,j ∈ X0

such that vk,j ⇀ vk and I(vk,j) → 0 as j → ∞, and consequently also ‖vk,j‖22 −
‖vk,j − vk‖22 → ‖vk‖22.

We claim that vk obtained in this way is a Cauchy sequence: For any m > n we
have

‖vm − vn‖22 = ‖vm − vm−1 + vm−1 − vm−2 + · · ·+ vn+1 − vn‖22

≤ 2
(
‖vm − vm−1‖22 + ‖vm−1 − vm−2‖22 + · · ·+ ‖vn+1 − vn‖22

)
(35)

≤ 2
(
‖vm‖22 − ‖vn‖22 + 2−n+1

)
.

Since we may assume in addition that ‖vk‖2 is increasing, and bounded by the
boundedness of X, we have ‖vn‖2 → α. Therefore ‖vm − vn‖2 → 0 as m,n→∞.

Thus, vk → w strongly in L2 for some w ∈ X, and therefore also I(w) = 0.
Finally, by (37), we have d(w, u) ≤ δ as required. �

As an alternative to orthogonality in L2, one may use mollifications in Lp. This
argument is based on [MŠ03]. The setting here is the following: Let X0 ⊂ Lp(D)
for some 1 < p < ∞ be a bounded subset and X the weak closure. As before, X
with the weak topology is a metric space (X, d).
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Lemma 4.3. Let ρ ∈ C∞c (Rn). If uk ⇀ u in Lp(Rn) for some p <∞, then

ρ ∗ uk → ρ ∗ u in Lp(Rn).

Proof. For any x ∈ Rn the function y 7→ ρ(x− y) is in Lp
′
(Rn) so that

ρ ∗ uk(x) =

∫
ρ(x− y)uk(y)dy →

∫
ρ(x− y)u(y)dy.

Choose q > p and let r ≥ 1 be such that 1 + 1
q = 1

p + 1
r . By Young’s inequality

‖ρ ∗ uk‖q ≤ C‖ρ‖r‖uk‖p,

hence {ρ∗uk} is bounded in Lq(Rn). This, together with the pointwise convergence
implies that uk → u in Lp. �

Theorem 4.4. Let I : X → R be a functional on X which is continuous with
respect to the strong Lp topology. Assume that

∀u ∈ X0 ∃uk ∈ X0 with uk ⇀ u in Lp(D), I(uk)→ 0.

Then {u ∈ X : I(u) = 0} is dense in (X, d).

Proof. Let ρ` ∈ C∞c (Rn) be a standard mollifier kernel, so that ρ ∈ C∞c (Rn), ρ ≥ 0,∫
ρ = 1 and ρ`(x) = `nρ(`−1x). Given u ∈ Lp(D) we define ρ` ∗ u in the usual way

by setting u = 0 outside D .
Let u ∈ X0. As before, it suffices to prove that for any δ > 0 there exists w ∈ X

with I(w) = 0 and d(w, u) ≤ δ. We construct a sequence {vk} ⊂ X0 and a sequence
of ”scales” {`k} such that `k → 0, I(vk)→ 0 and

‖vk − ρ`k ∗ vk‖p ≤ 2−k(38)

‖ρ`j ∗ (vk+1 − vk)‖p ≤ 2−k for all j ≤ k,(39)

I(vk) ≤ 2−k,(40)

d(vk+1, dk) ≤ δ2−k.(41)

Observe that here (38)-(39) take the role of the almost orthogonality (35). To see
that this can be done, start with v0 = u and let `0 < 1 be such that (38) with
k = 0 holds. Having defined (vj , `j) for j = 1, . . . , k satisfying (38) observe that
(39) involves a finite number of inequalities to be satisfied by vk+1 and by Lemma
4.3 each one can be made arbitrarily small.

Next, we may assume without loss of generality that vk ⇀ w in Lp(D). Then

‖vk − w‖p ≤ ‖vk − ρ`k ∗ vk‖p + ‖ρ`k ∗ (vk − w)‖p + ‖w − ρ`k ∗ w‖p

≤ ‖vk − ρ`k ∗ vk‖p +

∞∑
j=k

‖ρ`k ∗ (vj − vj+1)‖p + ‖w − ρ`k ∗ w‖p

≤ 2−k +

∞∑
j=k

2−j + ‖w − ρ`k ∗ w‖p

≤ 2−k + 2−k+1 + ‖w − ρ`k ∗ w‖p → 0 as k →∞.

Moreover, as in Theorem 4.2, I(w) = 0 and d(w, u) ≤ δ. �
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4.2. Stability - the Baire category method. Let us return to the L2 setting
(only for simplicity), so that X0 is a bounded subset of L2(D) and X is the closure
of X0 in the weak topology. Consider

J(u) =

∫
D

|u|2dx.

Obviously, in general uk ⇀ u doesn’t imply J(uk) → J(u), so that J is not con-
tinuous on X. On the other hand J can be approximated pointwise by continuous
maps. Indeed, as shown in Lemma 4.3

Jε(u) =

∫
D

|ρε ∗ u|2dx

is continuous with respect to weak convergence, and on the other hand Jε(u)→ J(u)
as ε→ 0 for all u ∈ L2(D) .

Definition 4.5. In a metric space X a function J : X → R is of class Baire 1 if it
is a pointwise limit of continuous functions, i.e. if there exist Jk ∈ C(X) such that
Jk(u)→ J(u) as k →∞ for all u ∈ X.

The following theorem is a standard result in functional analysis.

Theorem 4.6. If J : X → R is a Baire-1 function on a complete metric space X,
then the set of continuity points of J is a dense set in X.

Proof. Let

En,k :=
⋂
i,j≥k

{
u ∈ X : |Ji(u)− Jj(u)| ≤ 1/n

}
.

Since Ji is continuous, the set En,k is closed for each n, k. Since Ji(u) → J(u) for
all u,

X =

∞⋃
k=1

En,k.

In particular, by Baire’s theorem the set

Vn :=

∞⋃
k=1

int En,k

is open and dense. To see that it is dense let B ⊂ X be open. Then B is - being
a closed subset of X - itself a complete metric space, and

⋃∞
k=1

(
En,k ∩ B

)
= B.

Therefore necessarily B ∩ En,k has nonempty interior for some k, which in turn
implies that B ∩ int En,k 6= ∅, so that B ∩ Vn 6= ∅.

But then the set S =
⋂∞
n=1 Vn is dense. To conclude we prove that S consists

of continuity points of J . Let u ∈ S and ε > 0. Choose n so that 1/n < ε/3.
Then u ∈ Vn and hence there exists δ1 > 0 and k such that Bδ(u) ⊂ En,k. For any
v ∈ Bδ1(u)

|Ji(v)− Jj(v)| < ε/3 for all i, j ≥ k,
and in particular - by letting i→∞ - also |J(v)− Jj(v)| < ε/3 for all j ≥ k. Also,
there exists δ2 > 0 such that |Jk(u)− Jk(v)| < ε/3 for all v ∈ Bδ1(u). Hence, with
δ = min{δ1, δ2}

|J(u)− J(v)| ≤ |J(u)− Jk(u)|+ |Jk(u)− Jk(v)|+ |Jk(v)− J(v)| < ε

for all v ∈ Bδ(u). This proves that u is a point of continuity of J . �
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Let

S := {u ∈ X : u is a continuity point of J}.
Observe that if u ∈ S, then

∀uk ∈ X with uk ⇀ u we have uk → u.

In light of this the set S is called the set of stable elements of X, meaning those
that cannot be weakly perturbed.

Theorem 4.7. Let I : X → R be a functional continuous with respect to the strong
topology. Assume that

∀u ∈ X0 ∃uk ∈ X0 with uk ⇀ u in L2, I(uk)→ 0.

Then S ⊂ {u ∈ X : I(u) = 0}. In particular {u ∈ X : I(u) = 0} is dense.

Proof. Let u ∈ S. By density there exists uk ∈ X0 such that uk ⇀ u. For each k
there exists a sequence uk,j ∈ X0 by assumption such that uk,j ⇀ uk as j → ∞
and I(uk,j)→ 0. In particular by taking a diagonal sequence we obtain a sequence
ũk ∈ X0 such that ũk ⇀ u and I(ũk) → 0. But u ∈ S, therefore ũk → u and
I(ũk)→ I(u). Hence I(u) = 0. �

In fact the approximation property (34) can also be weakened to a perturbation
property:

Theorem 4.8. Let I : X → R+ be a functional continuous with respect to the
strong topology. Assume that

∀u ∈ X0 with I(u) > 0 ∃uk ∈ X0 such that

uk ⇀ u in L2 and lim inf
k→∞

‖uk‖22 ≥ ‖u‖22 + α,

where α > 0 depends only on I(u) > 0. Then S ⊂ {u ∈ X : I(u) = 0}. In
particular {u ∈ X : I(u) = 0} is dense.

Proof. Let u ∈ S, and assume that I(u) > 0. By density there exists uk ∈ X0

such that uk ⇀ u, and since u ∈ S, we have uk → u strongly, and in particular
I(uk)→ I(u). Then - by assumption - there exists α > 0 (depending only on I(u)),
such that for each k there exists a sequence uk,j ∈ X0 such that uk,j ⇀ uk as
j →∞ and

lim inf
j→∞

‖uk,j‖22 ≥ ‖uk‖22 + α.

But then a suitable diagonal sequence ũk := uk,j(k) ∈ X0 satisfies ũk ⇀ u and

lim inf
k→∞

‖ũk‖22 ≥ ‖u‖22 + α,

contradicting the assumption that u ∈ S. �

5. Convex Integration

In this section we show how to apply the abstract ideas from Section 4 to produce
(many) solutions to various problems. Before coming to the general statement in
Section 5.3, we first look at differential inclusions for Lipschitz mappings as this is
the situation that has been most extensively been looked at in the literature.
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5.1. Differential inclusions for Lipschitz mappings. Let Ω ⊂ Rn be a bounded
domain, i.e. an open bounded set with |∂Ω| = 0, and let K ⊂ Rm×n be a compact
set of matrices.

Let Γ ⊂ Ω be a closed set with |Γ| = 0 and let u0 ∈ Lip(Γ;Rm). Consider the
”Dirichlet-problem” for u ∈ Lip(Ω;Rm):

(42)

{
∇u(x) ∈ K a.e. x ∈ Ω

u(x) = u0(x) for x ∈ Γ.

Isometric maps for the flat metric g = Id correspond to K = O(n,m).
Assume that there exists an open set U ⊂ Rm×n such that

∀A ∈ U ∃uk ∈ C∞c (Q) such that

(i) A+∇uk(x) ∈ U for all x ∈ Q,

(ii)

∫
Q

dist (A+∇uk(x),K) dx→ 0 as k →∞,
(A)

where Q ⊂ Rn is the open unit cube. Define X0 and I as

X0 =
{
u ∈ C∞(Ω) : ∇u(x) ∈ U for x ∈ Ω \ Γ and u|Γ = u0

}
,

I(u) =

∫
Ω

dist (∇u(x),K) dx,

and let X be the closure of X0 in the uniform topology. Using Jensen’s inequality
it is easy to see that any set U with the property (A) is a subset of the convex hull
of K. In particular X is bounded in W 1,∞(Ω) and therefore it is a compact metric
space, where I is a Baire-1 functional. Moreover, an easy covering argument shows
that

∀u ∈ X0 ∃uk ∈ X0 with uk → u in X and I(uk)→ 0.

Therefore, as in Theorem 4.7 we deduce that {u ∈ X : I(u) = 0} is residual in X.
In the literature condition (A) is known as

U has the relaxation property with respect to K

see [DM97], as well as

U can be reduced to K

see [MS01]. In the example K = O(n,m) we can take U = int Kco = {A ∈ Rm×n :
ATA < I}, but in general U is forced to be considerably smaller.

An important point here is to understand the boundary condition u|Γ = u0.
More precisely, we need to be able to check whether X0 is nonempty: i.e. whether
there exists a (smooth) extension of u0 to Ω such that ∇u0(x) ∈ U for all x ∈ Ω\Γ.

Recall from the proof of Theorem 3.5 that for the problem ∇u ∈ K := O(n,m)
we would verify condition (A) for U = int Kco by ”adding” successively primitive
metrics. This requires a decomposition of the metric error as in Lemma 3.3. In
fact it suffices to be able to add just one primitive metric. More precisely, we can
replace condition (A) by

∀A ∈ U with dist (A,K) > ε ∃u ∈ C∞c (Q) such that

(i) A+∇u(x) ∈ U for all x ∈ Q,

(ii)

∫
Q

|∇u(x)|2 dx > δ,

(P)
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where δ = δε > 0 only depends on ε > 0 but not on A ∈ U . This condition was
introduced in [Kir03] as

gradients in U are stable only near K.

By using again a covering argument, we can deduce from (P)

∀u ∈ X0 with I(u) ≥ α > 0 ∃uk ∈ X0 such that

uk → u in X and I(uk) ≤ I(u)− β,

where β = βα > 0. As in Theorem 4.8 this implies once again that {u ∈ X : I(u) =
0} is residual in X.

5.2. Unit-length divergence-free fields.
The isotropic case.

Let Ω ⊂ R3 be a bounded Lipschitz domain. Then there exists m ∈ L∞(Ω) such
that

div 1Ωm = 0 in D′(R3),

|m| = 1 a.e. in Ω.

Using the divergence theorem we have∫
Ω

m · ∇ϕ = −
∫

Ω

ϕdivm+

∫
∂Ω

ϕm · ν

for all ϕ ∈ C∞c (Rn), so that the requirement div 1Ωm = 0 is the weak formulation
of

divm = 0 in Ω, m · ν = 0 on ∂Ω.

Let
X0 := {m ∈ C∞(Ω) : div 1Ωm = 0, |m| < 1 in Ω}.

We want to use Theorem 4.8, hence it suffices to prove:

Lemma 5.1. For all m ∈ X0 and all Ω̃ ⊂⊂ Ω there exists a sequence mk ∈ X0

such that

mk
∗
⇀ m in L∞(Ω)

lim inf
k→∞

∫
Ω

|mk|2 ≥
∫

Ω

|m|2 + c
(∫

Ω̃

(1− |m|2)
)2

,

where c > 0 is independent of m and Ω̃.

Proof. Observe first of all that if ξ, η ∈ R3 and u(x) = η sin(x · ξ), then

curl u(x) = ∇× u(x) = (ξ × η) cos(x · ξ).
Furthermore, for any k ∈ N and ϕ ∈ C∞c (R3), if uk(x) = 1

kϕ(x)η sin(kx · ξ), then

curl uk(x) = (ξ × η)ϕ(x) cos(kx · ξ) +
1

k
(∇ϕ(x)× η) sin(kx · ξ).

Let us apply this formula with

ϕ(x) =
1

2
(1− |m(x)|2)ψ(x),

where ψ ∈ C∞c (Ω) such that 0 ≤ ψ(x) ≤ 1 in Ω and ψ(x) = 1 on Ω̃. Also, let

mk := m+ curl uk.
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We claim that

(a) mk ∈ X0 for sufficiently large k ∈ N,

(b) mk
∗
⇀m in L∞(Ω) as k →∞,

(c) lim infk→∞
∫

Ω
|mk|2 ≥

∫
Ω
|m|2 + 1

8

∫
Ω̃

(1− |m|2)2.

To prove (a) note that |m(x)| < 1 for all x ∈ Ω, hence

|mk(x)| ≤ |m(x)|+ 1

2
(1− |m(x)|)(1 + |m(x)|) + C

1

k

for some C depending on ‖m‖C1 and ‖ψ‖C1 . Furthermore, as suppψ ⊂⊂ Ω, there
exists a δ > 0 such that |m(x)| ≤ 1− δ on suppψ. Hence, for x ∈ suppψ

|mk(x)| ≤ |m|+ (1− |m|)(1− δ/2) + C
1

k

≤ 1− δ

2
(1− |m(x)|) + C

1

k
≤ 1− δ

2
+ C

1

k
< 1

provided k is sufficiently large. Moreover, clearly |mk(x)| = |m(x)| < 1 for x ∈
Ω \ suppψ. This proves (a).

The claim (b) is obvious. Finally, claim (c) is precisely as in Example 1. The
statement of the lemma now follows from (c) using Cauchy-Schwarz.

�

The anisotropic case.

Let Ω ⊂ R3 be a bounded Lipschitz domain. Let also K ⊂ R3 be a compact set
such that 0 ∈ int Kco. Then there exists m ∈ L∞(Ω) such that

div 1Ωm = 0 in D′(R3),

m(x) ∈ K a.e. in Ω.

Remark 1. The isotropic case corresponds to K = S2. A typical anisotropic set
could be K = {±e1,±e2,±e3}, where e1, e2, e3 are the coordinate unit vectors in
R3. Observe that in this case the fact that m(x) ∈ K almost everywhere is not
compatible with the ”classical” requirement that m(x) should be tangential to the
boundary of the domain ∂Ω, and only the weak formulation div 1Ωm = 0 makes
sense.

As before, let

X0 := {m ∈ C∞(Ω) : div 1Ωm = 0, m(x) ∈ int Kco in Ω}.

It is important to note that X0 is not empty, precisely because of the requirement
that 0 ∈ int Kco. Let

I(m) =

∫
Ω

dist 2(m,K).

Lemma 5.2. For all m ∈ X0 there exists a sequence mk ∈ X0 such that

mk
∗
⇀ m in L∞(Ω)(43)

lim inf
k→∞

∫
Ω

|mk|2 ≥
∫

Ω

|m|2 + α,(44)

where α > 0 is only depending on I(m).
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Our aim is to consider again perturbations of the form

mk(x) = m(x) + curl
(1

k
η(x) sin

(
kx · ξ(x)

))
,

where now the vectors η, ξ ∈ R3 are allowed to depend on the point x ∈ Ω. Such a
choice of perturbation guarantees (43). The key point is then to choose η(x) and
ξ(x) appropriately. Note that - provided k is large - we have

mk(x) ∼ m(x) +
[
(ξ + (Dξ)Tx)× η

]
cos
(
kx · ξ(x)

)
.

The new term (Dξ)Tx× η can be dropped by localizing: e.g. take η, ξ ∈ C∞c such
that ξ is constant on supp η.

Next, note that for any vector m ∈ R3 there exists η, ξ ∈ R3 such that m = ξ×η,
so that we may assume that mk has the form

mk(x) ∼ m(x) +m cos
(
kx · ξ

)
in a localized neighbourhood. There are now two constraints on m: (i) not too big,
so that mk(x) ∈ intKco, but (ii) not too small, since

lim inf
k→∞

∫
Ω

|mk|2 ∼
∫

Ω

|m|2 +
1

2

∫
Ω

|m|2,

and (44) should hold. The fact that (i) and (ii) can be simultaneously achieved
by a good choice of m has nothing to do with divergence–free fields, it is a simple
geometric fact about convex hulls:

Lemma 5.3 (Geometric lemma). Let K ⊂ Rd be compact. For any z̄ ∈ int Kco

there exists ẑ ∈ Rd such that

z̄ + tẑ ∈ int Kco for all t ∈ [−1, 1],

|ẑ| ≥ 1

2d
dist (z̄, K)

Proof. Since z̄ ∈ int Kco, by Carathéodory’s theorem z̄ is contained in the interior
of a simplex spanned by elements of K, i.e.

z̄ =

d+1∑
i=1

λizi

with 0 < λi < 1,
∑
i λi = 1 and zi ∈ K. We may assume also that λ1 ≥ λ2 ≥ · · · ≥

λd+1. Then it can be checked directly that

z̄ ± 1

2
λj(z1 − zj) ∈ int Kco for j = 2, . . . , d+ 1.

On the other hand z̄ − z1 =
∑d+1
i=2 λi(zi − z1), hence

dist (z̄, K) ≤ |z̄ − z1| ≤ d max
i=2,...,d+1

λi|zi − z1|.

Choose ẑ = 1
2λj(z1 − zj) for j giving the maximum. Then

1

2d
dist (z̄, K) ≤ |ẑ|,

concluding the proof.
�

Now we return to the divergence–free fields:
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Proof of Lemma 5.2. Let x0 ∈ Ω, r > 0, and let ψ ∈ C∞c (Br(x0)) be a cut–off
function such that 0 ≤ ψ ≤ 1 and ψ = 1 on Br/2(x0). Using the geometric lemma

above, there exists η, ξ ∈ R3 such that if uk(x) = 1
kψ(x)η sin(kx · ξ), then

|m(x0) + curl uk(x)| < 1 for all x ∈ R3 for sufficiently large k

|ξ × η| ≥ cdist
(
m(x0),K

)
.

Moreover, since m is continuous, by choosing r > 0 smaller if necessary, we can
ensure that

|m(x) + curl uk(x)| < 1 for all x ∈ Ω for sufficiently large k

1

|Br(x0)|

∫
Br(x0)

|curl uk|2 ≥ cdist
(
m(x0),K

)2
.

Now using the uniform continuity of m in Ω to find a finite family of pairwise dis-
joint balls Brj (xj) ⊂ Ω, vectors ξj , ηj ∈ R3 and cut–off functions ψj ∈ C∞c (Brj (xj))
such that if

uk(x) =
∑
j

1

k
ηj sin(kx · ξj)ψj(x), and mk = m+ curl uk,

then mk ∈ X0 for sufficiently large k, and∫
Ω

dist 2(m,K) ≤ 2
∑
j

|Brj (xj)|dist 2(m(xj),K) ≤ c
∫

Ω

|curl uk|2

In particular

lim inf
k→∞

∫
Ω

|mk|2 ≥
∫

Ω

|m|2 +

∫
Ω

|curl uk|2

≥
∫

Ω

|m|2 + c

∫
Ω

dist 2(m,K),

whereas on the other hand mk
∗
⇀m in L∞.

�

5.3. The Tartar framework. The methods presented so far all rely on the same
basic principle: solutions are constructed from a suitable ”subsolution” by succes-
sively adding highly oscillatory perturbations. The subsolutions can be seen as
a relaxation of the original problem. Therefore the construction amounts to an
”undoing” the relaxation. It is thus natural to look for a generalization of this
method in the framework of compensated compactness, originally introduced by L.
Tartar and R. DiPerna [Tar79, DiP85] to study possible compensation effects in the
relaxation. Indeed, a rule of thumb is that compensated compactness applies to
situations where the relaxation is small (e.g. there exists no non-empty open set U
with properties (A) or (P) for the problem (42)), whereas a large relaxation leads
to a residual set of solutions. The presentation in this section is from [Szé11b].

We consider general systems in a bounded domain D ⊂ Rd of the form

d∑
i=1

Ai∂iz = 0 in D(45)

z(y) ∈ K a.e. y ∈ D(46)

where
z : D ⊂ Rd → RN
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is the unknown state variable, Ai are constant m×N matrices, and K ⊂ RN is a
given compact set.

The example of divergence-free fields discussed in Section 5.2 obviously fits in
this framework. Also, the first order differential inclusions from Section 5.1 can be
cast in the form (45)-(46) by observing that locally being a gradient is equivalent
to being curl-free. Then, setting d = n, y = x, D = Ω, and RN ∼= Rm×n the
differential inclusion (42) can be written as

curl z = 0 in D

z(x) ∈ K a.e. x ∈ D ,
(47)

where z : Ω→ Rm×n.

We make the following assumptions.

(H1) The Wave Cone: There exists a closed cone Λ ⊂ RN and a constant C > 0
such that for all ẑ ∈ Λ there exists a sequence zk ∈ C∞c (B1(0);RN ) such that

•
∑d
i=1Ai∂izk = 0 in D ;

• dist (zk, [−ẑ, ẑ])→ 0 uniformly;
• zk ⇀ 0 weakly in L2;
•
∫
|zk|2dy > C|ẑ|2.

(H2) The Λ-convex hull: There exists a bounded open set U ⊂ RN with U∩K =
∅, and such that for all z ∈ U with dist (z,K) ≥ α > 0 there exists ẑ ∈ Λ ∩ SN−1

such that

(48) z + tẑ ∈ U for all |t| < β,

where β = β(α) > 0.

(H3) Subsolutions: X0 is a nonempty bounded subset of L2(D) consisting of
functions which are ”perturbable” in an open subdomain U ⊂ D . This means that
any z ∈ X0 is continuous on U with

(49) z(y) ∈ U for y ∈ U ,

and moreover, if z ∈ X0 and w ∈ Cc(U ) such that w solves (45) and (z+w)(y) ∈ U
for all y ∈ U , then z + w ∈ X0.

Finally, let X be the closure of X0 with respect to the weak L2 topology. Since
X0 is bounded, the topology of weak L2 convergence is metrizable on X, making
it into a complete metric space.

Theorem 5.4. Assuming (H1)-(H3), the set

{z ∈ X : z(y) ∈ K a.e. y ∈ U }

is residual in X.

The proof is a direct application of Theorem 4.8 with I(u) =
∫

U Ψ(z) dy below
together with the following statement.
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Lemma 5.5. There exists a continuous function

(50) Ψ : U → [0,∞) with {Ψ = 0} ⊂ K
with the following property: For any z ∈ X0 there exists a sequence zk ∈ X0 with
zk ⇀ z in L2 and such that∫

U

|z − zk|2dy ≥
∫

U

Ψ
(
z(y)

)
dy.

Proof. To start with, note that the hypotheses (H1)-(H2) together lead to the
following statement: There exists a continuous function Ψ with (50) such that for

any z̄ ∈ U there exists Ũ ⊂⊂ U and a sequence zk ∈ C∞c (B1(0);RN ) such that

(a)
∑d
i=1Ai∂izk = 0 in D ;

(b) z̄ + zk(y) ∈ Ũ for all y;
(c) zk ⇀ 0 weakly in L2;
(d)

∫
|zk|2dy > 2Ψ(z̄).

Fix y0 ∈ U , r0 > 0 and let z̄ = z(y0). Applying the above to z̄ together
with the translation and rescaling y 7→ r−1

0 (y − y0), we obtain a sequence zk ∈
C∞c (Br0(y0);RN ) such that (a)-(c) holds and (d) is replaced by

(d’)
∫
Br0 (y0)

|zk|2dy > 2|Br0(y0)|Ψ
(
z(y0)

)
.

Moreover, using the fact that z is continuous, we may choose r0 = r0(y0) > 0
sufficiently small so that (b) can be replaced by

(b’) z(y) + zk(y) ∈ U for all y.

Using a domain exhaustion argument, we then find disjoint balls Bi := Bri(yi) ⊂⊂
U for i = 1 . . . I and associated sequences zik such that (a),(b’),(c),(d’) hold for
each i, k and ∫

U

Ψ
(
z(y)

)
dy ≤ 2

I∑
i=1

|Bi|Ψ
(
z(yi)

)
.

Set

zk := z +

I∑
i=1

zik.

It is easy to see that zk(y) ∈ U for all y ∈ U , hence by (H3), zk ∈ X0. Furthermore
zk ⇀ z in L2 and ∫

U

|zk − z|2 dy =

I∑
i=1

∫
Bi

|zik|2 dy

≥ 2

I∑
i=1

|Bi|φ
(
z(yi)

)
≥
∫

U

Ψ
(
z(y)

)
dy.

This concludes the proof. �

For first order partial differential inclusions written in the form (47) Λ is given
by the rank-one cone

Λ = {z ∈ Rm×n : rank z ≤ 1}
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and hypothesis (H2) amounts precisely to the perturbation condition (P). More
generally a candidate for the cone in (H1) is the wave cone, given by one-dimensional
solutions of (45) as

(51) Λ =

{
z ∈ RN :

(
d∑
i=1

ξiAi

)
z = 0 for some ξ ∈ Sd−1

}
However, in this generality the existence of compactly supported functions as in
(H1) would require the constant-rank condition on the differential operator in (45)
(see for instance [FM99]), which fails to hold in certain cases, e.g. for the incom-
pressible Euler equations. See also [Shv11] for an example where restricting the
wave cone is useful.

Concerning (H2) observe that:

Lemma 5.6. If bounded sets K,U ⊂ RN satisfy (H2), then U ⊂ Kco.

Proof. Assuming that U is not contained in the convex hull of K, there exists
z0 ∈ U and w ∈ RN such that

sup
z∈K

w · z < w · z0.

Since U is bounded, without loss of generality we may assume that w · z0 = sup
z∈U

w ·

z =: γ0. Let
K1 := {z ∈ U : w · z = γ0} 6= ∅.

Since K and K1 are compact, infz∈K dist (z,K1) ≥ α for some α > 0. Therefore,
by (H2) there exists β > 0 such that for any z ∈ K1 there exists ẑ ∈ Λ∩SN−1 with
z + tẑ ∈ U for all |t| ≤ β. Since w · z ≤ γ0 for all z ∈ U , it follows that w · ẑ = 0,
so that

z + tẑ ∈ K1 for all |t| ≤ β.
This implies that K1 has no (convex) extreme points, a contradiction with the
classical theorem of Minkowski implying that the compact set K equals the convex
hull of its extreme points. �

Consequently a candidate for U could be the interior of the convex hull of K.
However, in many situations this set is too large and does not satisfy (H2), because
the wave cone Λ is too small. In the context of first order differential inclusions,
where Λ is the rank-one cone, there are many techniques available for studying the
possible sets U - these are in general related to the rank-one convex hull of K. We
refer the reader to [KMŠ03, Kir03].

6. Euler Subsolutions

Here we show how to apply the ideas from Section 5 to the incompressible Euler
equations, in particular to the results from Section 2.

6.1. The Reynolds stress and subsolutions. The proof of Theorems 2.1-2.2 as
well as Theorems 2.4-2.5 is based on the notion of subsolution. Subsolutions should
be thought as the analogue of short maps for the embedding problem in Section 3.

In order to motivate the definition, let us recall the concept of Reynolds stress.
It is generally accepted that the appearance of high-frequency oscillations in the
velocity field is the main reason responsible for turbulent phenomena in incompress-
ible flows. One related major problem is therefore to understand the dynamics of
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the coarse-grained, in other words macroscopically averaged, velocity field. If v
denotes the macroscopically averaged velocity field, then it satisfies

(52)
∂tv + div (v ⊗ v +R) +∇p = 0
div v = 0,

where

R = v ⊗ v − v ⊗ v .
The latter quantity is called Reynolds stress and arises because the averaging does
not commute with the nonlinearity v ⊗ v. On this formal level the precise defini-
tion of averaging plays no role, be it long-time averages, ensemble-averages or local
space-time averages. The latter can be interpreted as taking weak limits. Indeed,
weak limits of Leray solutions of the Navier-Stokes equations with vanishing viscos-
ity have been proposed in the literature as a deterministic approach to turbulence
(see [Lax91], [Cho94], [BGK00], [BT07]).

A slightly more general version of this type of averaging follows the framework
introduced by Tartar [Tar79, Tar83] and DiPerna [DiP85] in the context of con-
servation laws. We start by separating the linear equations from the nonlinear
constitutive relations. Accordingly, we write (52) as

∂tv + div u+∇q = 0

div v = 0,

where u is the traceless part of v ⊗ v +R. Since one can write

R = (v − v)⊗ (v − v),

it is clear that R ≥ 0, i.e. R is a symmetric positive semidefinite matrix. In terms
of the coarse-grained variables (v, u) this inequality can be written as

v ⊗ v − u ≤ 2
ne I,

where I is the n× n identity matrix and

e = 1
2 |v|2

is the macroscopic kinetic energy density. Motivated by these calculations, we
define subsolutions as follows. Let us introduce the notation Sn×n0 for the vector
space of symmetric traceless n× n matrices.

Definition 6.1 (Subsolutions). Let e ∈ L1(Tn × (0, T )) with e ≥ 0. A subsolution
to the incompressible Euler equations with given kinetic energy density e is a triple

(v, u, q) : Tn × (0, T )→ Rn × Sn×n0 × R

such that v ∈ L2, u ∈ L1, q is a distribution,

(53)

{
∂tv + div u+∇q = 0
div v = 0,

in the sense of distributions,

and moreover

(54) v ⊗ v − u ≤ 2
ne I a.e.

Observe that subsolutions automatically satisfy 1
2 |v|

2 ≤ e a.e. (this follows from

taking the trace in (54)). If in addition we have 1
2 |v|

2 = e a.e., then the v component
of the subsolution is in fact a weak solution of the Euler equations. A convenient
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way to express the inequality (54) is obtained by introducing the generalized energy
density

e(v, u) =
n

2
|v ⊗ v − u|∞,

where |·|∞ is the operator norm of the matrix(= the largest eigenvalue for symmetric
matrices). The inequality (54) can then be equaivalently written as

(55) e(v, u) ≤ ē a.e.

As mentioned above, in passing to weak limits (or when considering any other
averaging process), the high-frequency oscillations in the velocity are responsible
for the appearance of a non-trivial Reynolds stress. Equivalently stated, this phe-
nomenon is responsible for the inequality sign in (54). The key point of convex
integration is that a strict inequality instead of (54) gives enough room so that
the high-frequency oscillations can be “added back” on top of the subsolution – of
course in a highly non-unique way. This is the content of the following theorem
(essentially Proposition 2 from [DLS10]).

Theorem 6.2 (Subsolution criterion). Let e ∈ L∞(Tn × (0, T )) and (v, u, q) be a
subsolution. Furthermore, let U ⊂ Tn × (0, T ) a subdomain such that (v, u, q) and
e are continuous on U and

e(v, u) < e on U

e(v, u) = e a.e. Tn × (0, T ) \U
(56)

Then there exist infinitely many weak solutions v ∈ L∞(0, T ;L2(Tn)) of the Euler
equations such that

v = v almost everywhere outside U
1
2 |v|

2 = e for a.e. (x, t) ∈ Tn × (0, T )

Condition (56) amounts to the requirement that in the open subset U ⊂ Tn ×
(0, T ) where (v, u, q) is not a solution, it should actually be a strict subsolution.
Let us further remark that:

• If in addition

(57) v(·, t) ⇀ v0(·) in L2(Tn) as t→ 0,

then all the v’s so constructed solve the Cauchy problem (1).
• Furthermore, the construction can be done in such a way that the pressure

for such solutions satisfies

(58) p = q − 2
ne for a.e. (x, t).

In this formulation the Euler equations have been cast in the general framework
(45)-(46) of Tartar, with

d = n+ 1,

y = (x, t),

D = Tn × (0, T ),

z = (v, u, q),

RN ∼= Rn × Sn×n0 × R,
K =

{
(v, u, q) ∈ Rn × Sn×n0 × R : e(v, u) = e

}
,
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and (45) given by (53). Observe that in this case K = Ke depends on (x, t) ∈ D
(unless e is constant). Nevertheless, the theory developed in Section 5.3 still applies
with only minor modifications.

Condition (H1).

We start by calculating the wave cone as defined in (51) for the Euler system
(53). This amounts to finding plane-wave solutions of the form

(v, u, q)(x, t) = (v̂, û, q̂) sin(x · ξ + ct),

where (v̂, û, q̂) ∈ Rn × Sn×n0 × R. We are lead to

(59) cv̂ + ûξ + q̂ξ = 0, ξ · v̂ = 0.

To solve this, introduce the projection Pv̂ = I − v̂⊗v̂
|v̂|2 onto the subspace orthogonal

to v̂. Applying this projection, the equations can be written equivalently as

Pv̂ û Pv̂ ξ = −q̂ξ.
In other words, given any nonzero v̂ and any û, the triple (v̂, û, q̂) is an element of
the wave cone if (and only if) −q̂ is an eigenvalue of the symmetric matrix Pv̂ûPv̂.

Condition (H1) amounts to the following statement:

Lemma 6.3. For any nonzero v̂ ∈ Rn and any û ∈ Sn×n0 there exists q̂ ∈ R and a
sequence zk = (vk, uk, qk) ∈ C∞c (B1(0)) such that, setting ẑ = (v̂, û, q̂) we have

(a) (vk, uk, qk) solves(53),
(b) dist (zk, [−ẑ, ẑ])→ 0 uniformly,
(c) zk ⇀ 0 weakly in L2,
(d)

∫
|zk|2dy > C|ẑ|2.

In order to prove Lemma 6.3, note that, by the very definition of the wave cone,
the sequence

(60) zk(y) = ẑ sin(ky · η),

where η = (ξ, c) is as in (59), satisfies (a),(b) and (d), but zk is not compactly
supported. There are two ways to remedy this problem:

(1) If we multiply by a cut-off function ϕ ∈ C∞c (B1(0)), the function does not
satisfy (53) any more. We could add a corrector ζk ∈ C∞c (B1(0);M), i.e. set

(61) zk(y) = ẑϕ(y) sin(ky · ξ) + ζk(y),

such that

(62) div ζk = fk

where
fk(y) = −div zk(y) = −ẑ∇ϕ(y) sin(ky · ξ).

Since fk → 0 in W−1,∞ it is natural to expect the estimate

‖ζk‖C0(B1(0)) = o(1) as k →∞,
leading to condition (b), provided we can solve (62) in a reasonable way. This
argument becomes important in producing continuous weak solutions, see [DLS12a,
DLS12b].

(2) An alternative is to find a potential, analogously to the curl operator for
divergence-free fields in Section 5.2. In fact it suffices to show that to any M ∈ Λ
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there exists a matrix–valued, constant coefficient, homogeneous linear differential
operator

A(∂) : C∞(Rn+1)→ C∞
(
Rn+1;Rn × Sn×n0 × R

)
and a space-time vector η ∈ Rn+1 such that for any φ ∈ C∞c (Rn+1)

(v, u, q) = A(∂)φ satisfies (53),

and if φ(y) = ψ(y · η), then

(63) A(∂)φ(y) = ẑ
dlψ

dsl
(y · η),

where l ∈ N is the order of A. With such a potential, we can set

zk(y) =
1

kl
A(∂)

[
ψ(ky · η)ϕ(y)].

Observe that by (63) and the product rule we can write

(64) zk(y) = ẑ
dlψ

dsl
(y · η)ϕ(y) +O

(
1

k

)
,

where the O( 1
k ) term is small in the C0 norm. Compare this to (61).

Such potentials can be constructed by observing that the matrix-valued polyno-
mial A = A(ξ) needs to satisfy

AT = A, Aξ = 0, Aen+1 · en+1 = 0.

Such matrices can be obtained from the formula

A(ξ) = 1
2 (Rξ ⊗Qξ +Qξ ⊗Rξ) ,

where R and Q are anti-symmetric (n+ 1)× (n+ 1) matrices such that Ren+1 = 0.
The condition (63) can be obtained by observing that for such A and φ(y) = ψ(y ·η)
we have

A(∂)φ(y) = A(η)
d2ψ

ds2
(y · η).

For further details, and for how to obtain pressureless oscillations which are needed
for (58), see Proposition 4.8 in [DLS10]. An alternative way to obtain potentials
can be found in [DLS09].

Condition (H2).

In Lemma 6.3 we saw that for any (v̂, û) there exists a q̂ so that the triple
(v̂, û, q̂) is contained in the Λ-cone. On the other hand observe that the nonlinear
constraint and the inequality defining subsolutions in (54) and (56) only involves
the state variables (v, u) and not q. Consequently, in order to verify (H2) with K
and U given by the equality and inequality in (56), respectively, it suffices to show
that U is the (interior of the) convex hull of K. This is the content of the next
lemma.

Lemma 6.4. Let ē > 0 and define

K =
{

(v, u) ∈ Rn × Sn×n0 : e(v, u) = ē
}
,

U =
{

(v, u) ∈ Rn × Sn×n0 : e(v, u) < ē
}
.

Then Kco = U .
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Proof. First of all observe that

(v, u) 7→ e(v, u) is convex.

Indeed, this follows from writing

e(v, u) =
n

2
max
ξ∈Sn−1

〈
ξ, (v ⊗ v − u)ξ

〉
=
n

2
max
ξ∈Sn−1

[
|〈ξ, v〉|2 − 〈ξ, uξ〉

]
and noting that for every ξ ∈ Sn−1 the map (v, u) 7→ |〈ξ, v〉|2 − 〈ξ, uξ〉 is convex.
Consequently, U ⊃ Kco.

To show equality we need to show that any extreme point (v0, u0) of U is con-
tained in K. By a suitable rotation of the coordinate axes we may assume that
v0 ⊗ v0 − u0 is diagonal, with diagonal entries 1 ≥ λ1 ≥ λ2 ≥ · · · ≥ λn. If λn = 1,
then v0 ⊗ v0 − u0 = I so that (v0, u0) ∈ K.

Next, assume that λn < 1. Let e1, . . . , en be the coordinate vector, write v0 =∑n
i=1 v

iei in coordinates and let

v = en, u =

n−1∑
i=1

vi(ei ⊗ en + en ⊗ ei).

Then u ∈ Sn×n0 and

(v0 + tv)⊗ (v0 + tv)− (u0 + tu) = v0 ⊗ v0 − u0 + (2tvn + t2)en ⊗ en.

Since λn < 1, it follows that (v0, u0) + t(v, u) ∈ U for all sufficiently small |t| and
hence (v0, u0) cannot be an extreme point of U . This concludes the proof. �

Condition (H3) and the proof of Theorem 6.2.

Let ē, (v̄, ū, q̄) and D be as in the statement of Theorem 6.2. We define the
approximating space of subsolutions X0 as follows:

X0 :=

{
(v, u, q) subsolution : (i) (v, u, q) = (v, u, q) on D \U ,

(ii) (v, u, q) continuous on U ,

(iii) e(v, u) < e in U

}
,

where (v, u, q) is the subsolution given in Theorem 6.2. Observe that the assump-
tions in the theorem guarantee that X0 is nonempty.

Lemma 6.5. X0 is bounded in L2(D)

Proof. Observe first of all that (54) implies (by taking the trace)

1

2
|v|2 ≤ e for a.e. (x, t) ∈ D .

Hence ‖v‖2L∞(D) ≤ 2‖e‖L∞(D). Moreover, since u is symmetric and traceless, the

operator matrix norm can be estimated as

|u|∞ ≤ (n− 1)|λmin(u)|,
where λmin(u) is the smallest eigenvalue. In turn, for any ξ ∈ Sn−1 we have

−uξ · ξ = (v ⊗ v − u)ξ · ξ − |vξ|2 ≤ 2e

n
,
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so that ‖u‖L∞(D) ≤ 2‖e‖L∞(D). Finally, from (53) we get

−∆q = div div u on Tn

so that in particular ‖q‖L2(D) ≤ ‖u‖L2(D). It follows that X0 is bounded in L2(D),
by a bound only depending on ‖e‖L∞(D). �

Let X be the closure of X0 in the weak L2(D) topology. Then X is a compact
metric space as in Section 5.3 and X0 is perturbable in the sense of hypothesis
(H3). The statement of the theorem is then a direct consequence of Theorem 5.4
together with the considerations in (H1) and (H2) above with

K =
{

(v, u) ∈ Rn × Sn×n0 : e(v, u) = ē
}
,

U =
{

(v, u) ∈ Rn × Sn×n0 : e(v, u) < ē
}
.

Note that K = Kē and U = Ue depend on (x, t) through the dependence on
e = e(x, t). However, it is not difficult to see that, since e is assumed to be
continuous on U , it suffices to check (H2) for Ue and Ke for each fixed e > 0 and
then apply an additional covering argument.

6.2. Construction of subsolutions. Using Theorem 6.2, the results of Section 2
can be reduced to showing the existence of a suitable subsolution.

Compact support in time; Theorem 2.1.

Fix 0 < T1 < T2 < T . Choose (v̄, ū, q̄) ≡ 0 and

ē =

{
1 t ∈ (T1, T2),

0 otherwise.

Then the conditions of Theorem 6.2 are satisfied with U = Tn × (T1, T2). The
solutions v obtained in this way have compact support in time. This in particular
proves Theorem 2.1.

Fixed initial data I; Theorem 2.2.

In the example above the initial datum is trivially seen to be zero. In the same
way any other fixed initial data can be prescribed by only using perturbations which
are compactly supported in time.

For Theorem 2.2, i.e. without requiring admissibility, this can be done by first
constructing a smooth solution (v̄, ū, q̄) to the underdetermined Cauchy problem

∂tv̄ + div ū+∇q̄ = 0,

div v̄ = 0,

v̄|t=0 = v0,

(65)

and then choosing ē so that (v̄, ū, q̄) becomes a strict subsolution with respect to
ē. Hence we want to choose the function ē so that ē > e(v̄, ū). Since the solutions
should remain in the energy space, we also require ē ∈ L∞(0, T ;L2(Tn)), which in
turn requires

v̄ ∈ L∞(0, T ;L2(Tn)), ū ∈ L∞(0, T ;L1(Tn)).
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Figure 3. Shear flow initial datum with a “turbulent zone” ap-
pearing for t > 0.

Such a solution can be found for instance by setting v̄ to be the solution of

∂tv̄ + (−∆)
1/2v = 0,

v̄|t=0 = v0,

and then setting ūij = −Rj v̄i−Riv̄j , whereR is the (vector-valued) Riesz transform

with Fourier symbol i ξ|ξ| . For further details we refer to [Wie11].

Fixed initial data II; Theorem 2.4.

If we require admissibility, we need to find (smooth) solutions of the Cauchy
problem (65) satisfying the additional requirement∫

Tn

e (v̄(x, t), ū(x, t)) dx <
1

2

∫
Tn

|v0(x)|2 dx for t > 0

so that we can define ē such that

• (v̄, ū, q̄) is a strict subsolution for t > 0;
•
∫
Tn ē(x, 0) dx = 1

2

∫
Tn |v0(x)|2 dx.

An example, where this can be done in such a way that the solutions obtained will
be admissible, is given by the shear flow initial data in 2D, Theorem 2.4. Thus, set
v0 to be the periodic extension of

(66) v0(x1, x2) =

{
e1 if x2 ∈ (0, 1

2 ),

−e1 if x2 ∈ (− 1
2 , 0).

We set

v̄ := (α, 0), ū :=

(
β γ
γ −β

)
, q̄ := β
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where α = α(x2, t), β = β(x2, t) and γ = γ(x2, t) are functions still to be fixed.
With these choices the system (65) reduces to

(67) ∂tα+ ∂x2
γ = 0.

whereas

ēI − v̄ ⊗ v̄ + ū =

(
ē− α2 + β γ

γ ē− β

)
.

Next, for some λ ∈ (0, 1) we set β := 1
2α

2 and γ := −λ2 (1 − α2). With this choice

(67) becomes the inviscid Burgers equation ∂tα + λ
2∂x2

α2 = 0, with (1-periodic)
initial data given by α(x2, 0) = s(x2). Set α to be the (unique) viscosity solution,
given by a rarefaction wave with speed λ at x2 = 0 and constant shocks at x2 = ± 1

2
upto time

T = 1
2λ ,

i.e. the 1-periodic extension of x2 7→ α(x2, t) given by

(68) α(x2, t) :=


−1 − 1

2 < x2 < −λt,
x2

λt −λt < x2 < λt,

1 λt < x2 <
1
2 ,

for t < T .

In particular, we have |α| ≤ 1 for all (x, t). Set

U :=
{

(x, t) : |x2| < λt
}

and

(69) ē(x, t) :=
1

2
− ε1− λ

2

(
1− α2(x2, t)

)
for some ε ∈ [0, 1). Since U = {|α| < 1}, (56) holds. Therefore Theorem 6.2 is
applicable.

Generic initial data; Theorem 2.5.

It is also possible to use the convex integration scheme to construct (generic) wild
initial data for a given ē. Here we first fix ē ∈ C([0, T ] × Tn) and then construct
the subsolution. The following is essentially from [DLS10] and [SW11].

In line with the strategy from Section 5.3, define the space of initial data subor-
dinate to ē as

Y0 =

{
w ∈ C∞(Tn) : divw = 0 and ∃ (v̄, ū, q̄) ∈ C(Tn × [0, T )) such that

(i) (65) holds with v̄|t=0 = w,

(ii) e(v̄, ū) < ē in Tn × [0, T )

}
.

Observe that in particular

1
2 |w(x)|2 ≤ e(v̄(x, 0), ū(x, 0)) < ē(x, 0) in Tn for any w ∈ Y0.

We start with the following variant of Lemma 5.5, see [DLS10]:
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Lemma 6.6. There exists a convex, monotone increasing function

(70) Φ : R→ R with Φ(0) = 0 and Φ(τ) > 0 for τ > 0

with the following property: For any w ∈ Y0 there exists a sequence wk ∈ Y0 such
that wk ⇀ w in L2(Tn),∫

Tn

|wk − w|2 dx ≥ Φ

(∫
Tn

ē(x, 0)− 1
2 |w|

2 dx

)
and moreover, the corresponding subsolutions (v̄k, ūk, q̄k) in the definition of Y0 can
be chosen so that

supp (v̄k − v̄, ūk − ū, q̄k − q̄) ⊂ Tn × [0, 1/k).

Proof. Let ē > 0.
Step 1. First of all we claim that there exists a convex monotone function Φ as
in (70) such that for any (v̄, ū) ∈ Rn × Sn×n0 with e(v̄, ū) < ē there exists (v̂, û)
with e(v̄ ± v̂, ū± û) < ē and

|v̂|2 ≥ 4 Φ(|v̄|2 − 2ē)

Indeed, this is a purely geometric fact concerning convex hulls, see (H2), and Lemma
5.3.

Step 2. Using the considerations in Section 6.1 concerning the conditions (H1)
and (H2) we deduce: for any (v̄, ū) ∈ Rn×Sn×n0 with e(v̄, ū) < ē there exists δ > 0
and a sequence (vk, uk, qk) ∈ C∞c (B1(0)× (0, 1)) such that

(a) (53) holds;
(b) e

(
v̄ + vk(x, t), ū+ uk(x, t)

)
< ē− δ for all (x, t);

(c) vk(·, 0) ⇀ 0 weakly in L2(Tn);
(d)

∫
B1(0)

|vk(x, 0)|2dx > 2 Φ
(
ē− 1

2 |v̄|
2
)
.

Notice that (c) and (d) involve integrals in space only. To see that this can be
achieved, recall from (H1) (c.f. (61) and (64)) that vk has the form at time t = 0

vk(x, 0) = v̂ sin(kx · ξ) +O

(
1

k

)
.

Step 3. Let ē ∈ C(Tn × [0, T ) and w ∈ Y0 with associated strict subsolution
(v̄, ū, q̄). Using the continuity of ē and (v̄, ū) we can now proceed as in the proof of
Lemma 5.5as follows.

Given x0 ∈ Tn and ε, r0 > 0, we apply Step 1 with (v̄, ū)(x0, 0) to obtain
a sequence (vk, uk, qk) ∈ C∞c (Br0(x0) × [0, ε)) such that (a)-(c) holds and (d) is
replaced by

(d’)
∫
Br0

(x0)
|vk(x, 0)|2dx > 2 |Br0(x0)|Φ

(
ē− 1

2 |v̄|
2
)
.

Moreover, we may choose r0 > 0 so that (b) can be replaced by

(b’) e
(
v̄(x, t) + vk(x, t), ū(x, t) + uk(x, t)

)
< ē for all (x, t);

We then find a sequence of disjoint balls Bi = Bri(xi), i = 1, . . . , I and associated
sequences (vik, u

i
k, q

i
k) such that (a),(b’),(c),(d’) hold for each i, k,

supp (vik − v̄, uik − ū, qik − q̄) ⊂ Tn × [0, 1/k)

and ∫
Tn

Φ
(
ē(x, 0)− 1

2 |v̄(x, 0)|2
)
dx ≤ 2

I∑
i=1

|Bi|Φ
(
ē(xi, 0)− 1

2 |v̄(xi, 0)|2
)
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We set

(v̄k, ūkq̄k) := (v̄, ūk, q̄k) +

I∑
i=1

(vik, u
i
k, q

i
k) ,

wk(x) := v̄k(x, 0).

By construction wk ∈ Y0 and wk ⇀ w in L2(Tn). Moreover∫
Tn

|wk − w|2 dx ≥ Φ

(∫
Tn

ē(x, 0)− 1
2 |w|

2 dx

)
as required. �

As in Section 4 the perturbation property proved in Lemma 6.6 above leads to
the following conditional existence statement.

Corollary 6.7. For any w ∈ Y0 there exists w̄ ∈ L2(Tn) and a subsolution
(v̄, ū, q̄) ∈ C(Tn × (0, T )) such that (65) holds with v̄|t=0 = w̄, e(v̄, ū) < ē in
Tn × (0, T ),

1
2 |w̄(x)|2 = ē(x, 0) for a.e. x ∈ Tn

and moreover

‖w̄ − w‖2L2(Tn) ≤ 5

∫
Tn

ē(x, 0)− 1
2 |w(x)|2 dx.

Proof. Let δ > 0. We proceed as in the proof of Theorem 4.2. Set w0 = w and
(v̄0, ū0, q̄0) the associated subsolution. Having obtained wk and (v̄k, ūk, q̄k) we find,
using Lemma 6.6 above, wk+1 ∈ Y0 and associated (v̄k+1, ūk+1, q̄k+1) such that

‖wk+1 − wk‖2L2(Tn) ≤ ‖wk+1‖2L2(Tn) − ‖wk‖
2
L2(Tn) + δ2−k,(71) ∫

Tn

|wk+1 − wk|2 dx ≥ Φ

(∫
Tn

ē(x, 0)− 1
2 |wk|

2 dx

)
,(72)

supp (v̄k+1 − v̄k, ūk+1−ūk, q̄k+1 − q̄k) ⊂ Tn × [0, 1/k).(73)

Then, as in the proof of Theorem 4.2, we see from (71) that {wk} is a Cauchy
sequence in L2(Tn), hence wk → w̄. Using the condition on the supports (73), it is
moreover easy to see that there exists (v̄, ū, q̄) ∈ C(Tn × (0, T )) such that

(v̄k, ūk, q̄k)→ (v̄, ū, q̄) in Cloc(Tn × (0, T )).

Consequently (v̄, ū, q̄) also satisfies (65) and v̄|t=0 = w̄ in the weak L2 sense. Finally,
(72) implies that 1

2 |w̄(x)|2 = ē(x, 0) for a.e. x ∈ Tn. Furthermore, using once more
(71) we obtain

‖w̄ − w‖2L2(Tn) ≤ δ + 2(‖w̄‖2L2(Tn) − ‖w‖
2
L2(Tn))

≤ 5

∫
Tn

ē(x, 0)− 1
2 |w(x)|2 dx

for δ > 0 sufficiently small. This concludes the proof. �

In the next lemma we show how to obtain smooth subsolutions from Leray weak
solutions of the Navier-Stokes equations. See [SW11], where also the more general
problem of obtaining regularized measure-valued solutions is considered.
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Lemma 6.8. Let w ∈ L2(Tn) with divw = 0. For any δ > 0 there exists (v̄, ū, q̄) ∈
C∞(Tn × [0, T )) so that (53) holds,

(74)
∥∥v̄|t=0 − w

∥∥2

L2(Tn)
≤ δ

and for all t ∈ [0, T ]

(75)

∫
Tn

e
(
v̄(x, t), ū(x, t)

)
dx ≤ 1

2

∫
Tn

|w(x)|2 dx+ δ .

Proof. By regularizing w if necessary, we may assume without loss of generality
that w ∈ C∞(Tn).

For any ν > 0 there exists a Leray weak solution vν of the Navier-Stokes system
with viscosity ν > 0

∂tv + div (v ⊗ v) +∇p = ν∆v,

div v = 0,

v|t=0 = w,

together with the uniform bound

(76) sup
t
‖vν(t)‖2L2(Tn) + 2ν

∫ T

0

‖∇vν(t)‖2L2(Tn) dt ≤ ‖w‖
2
L2(Tn).

Since ∆v = div (∇v +∇vT ) for div-free fields, we can define uν and qν as

uν = vν ⊗ vν − 1
n |vν |

2I − ν(∇vν +∇vTν ),

qν = pν + 1
n |vν |

2 ,

so that uν takes values in Sn×n0 and (vν , uν , qν) satisfies (53). Next, let ρ(x) ∈
C∞c (B1(0)) and χ ∈ C∞c (−1, 0) be standard mollifying kernels. fix ε > 0 and let
ρε(x) = ε−nρ(ε−1x), χε(t) = ε−1χ(ε−1t). Set

v̄(x, t) := vν(x, t) =

∫ t+ε

t

(vν ∗ ρε)(x, s)χε(t− s) ds,

and similarly define ū and q̄, so that

ū = vν ⊗ vν − 1
n |vν |2I − ν(∇v̄ +∇v̄T ).

By virtue of the linearity of (53), the triple (v̄, ū, q̄) ∈ C∞(Tn × [0, T )) satisfies
(53). Using Jensen’s inequality we see that

vν ⊗ vν − vν ⊗ vν ≥ 0,

and hence

v̄ ⊗ v̄ − ū ≤ 1
n |vν |2I +O

(
ν|∇v̄|

)
.

Consequently, by integrating in x and using the uniform bound (76),∫
Tn

e
(
v̄(x, t), ū(x, t)

)
dx ≤

∫
Tn

|w(x)|2 dx+O
(ν
ε

)
.

Finally,

v̄|t=0 − w =

∫ ε

0

((vν − w) ∗ ρε)(s)χε(−s) ds+ (w ∗ ρε − w),

so that

‖v̄|t=0 − w‖L2(Tn) ≤ sup
t∈[0,ε]

‖vν(·, t)− w‖L2(Tn) + ‖w ∗ ρε − w‖L2(Tn) .
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Once more using (76) and (53), and writing vν(t) := vν(·, t), we have∫
Tn

|vν(t)− w|2 dx =

∫
Tn

|vν(t)|2 − |w|2 dx− 2

∫
Tn

(vν(t)− w) · w dx

≤ −2

∫
Tn

(vν(t)− w) · w dx

= 2

∫ t

0

∫
Tn

(
div uν(s) +∇qν(s)

)
· w dxds

= 2

∫ t

0

∫
Tn

uν(s) · ∇w dxds

≤ C(t+ t1/2)‖∇w‖L∞(Tn)‖w‖L2(Tn) .

Therefore, by choosing ε > 0 sufficiently small, we can ensure (74), and then by
choosing ν > 0 sufficiently small, we ensure in addition (75). The lemma follows.

�

Finally, we are ready to prove Theorem 2.5. Let w ∈ L2(Tn) with divw = 0
and let δ > 0. Using Lemma 6.8 we obtain a smooth subsolution (v, u, q) satisfying
(74)-(75). Choose ē ∈ C(Tn × [0, T )) so that ē > e(v, u) in Tn × [0, T ) and∫

Tn

ē(x, t)− e(v(x, t), u(x, t)) dx ≤ δ for all t ∈ [0, T ).

Then, by construction, v|t=0 ∈ Y0, so that, by Corollary 6.7 we obtain a w ∈ L2(Tn)
and associated (v̄, ū, q̄) ∈ C(Tn × (0, T )) so that

e(v̄, ū) < ē in Tn × (0, T ), 1
2 |w̄|

2 = ē(·, 0).

Therefore we can apply Theorem 6.2 with U = Tn × (0, T ). In particular w̄ is a
wild initial data. Furthermore

‖w̄ − w‖2L2 ≤ 2‖w̄ − v|t=0‖2L2 + 2‖v|t=0 − w‖2L2

≤ C
∫
Tn

ē(x, 0)− 1
2 |v(x, 0)|2 dx+ Cδ

≤ C
∫
Tn

e(v(x, 0), u(x, 0))− 1
2 |v(x, 0)|2 dx+ Cδ

≤ C
∫
Tn

|w(x)|2 − |v(x, 0)|2 dx+ Cδ

≤ Cδ.

Since δ > 0 was arbitrary, this proves the strong density of wild initial data, Theo-
rem 2.5.

7. Hölder regularity

In the previous sections we gave several examples where a very large set of
solutions with low regularity exists. In particular

• C1 isometric embeddings Mn ↪→ Rn+1;
• L∞ weak solutions of the Euler equations.
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In both cases it is natural to ask whether solutions with better regularity exist,
and indeed, in many cases the answer is yes. However, under better regularity
assumptions new conserved quantities appear, leading to rigidity phenomena that
replace the type of flexibility (h-principle) of the irregular case. Thus

(a) the C2 isometric embedding S2 ↪→ R3 is unique (modulo rigid motion);
(b) a Lipschitz solution of the initial value problem for Euler is unique (if it

exists).

Observe that in both cases the existence of one more derivative is assumed. There
are also more subtle ways in which a certain form of “rigidity” can appear:

(c) for C1,α isometric embeddings with α > 1/2 the holonomy group is pre-
served by the embedding;

(d) a C1,α isometric embedding S2 ↪→ R3 with α > 2/3 agrees with the stan-
dard embedding;

(e) for Cα weak solutions of Euler with α > 1/3 the energy is constant in time.

7.1. Standard inequalities. The Hölder seminorms for m = 0, 1, 2 . . . and α ∈
(0, 1) are defined as

[f ]m = max
|β|=m

‖Dβf‖0 ,

[f ]m+α = max
|β|=m

sup
x 6=y

|Dβf(x)−Dβf(y)|
|x− y|α

,

where β = (β1, . . . , βn) ∈ Nn is a multi-index and |β| = β1 + · · ·+ βn. The Hölder
norms are then given by

‖f‖m =

m∑
j=0

[f ]j

‖f‖m+α = ‖f‖m + [f ]m+α.

The following inequalities are standard and can be found for instance in [?]:

Lemma 7.1. Let f, g ∈ Cr(Rn). For any 0 ≤ s ≤ r we have

[f ]s ≤ Cr
(
[f ]r + ‖f‖0

)
(77)

[f ]s ≤ Cr‖f‖1−
s/r

0 [f ]
s/r
r(78)

[fg]r ≤ Cr
(
[f ]r‖g‖0 + ‖f‖0[g]r

)
(79)

Next, we record a couple of estimates on convolutions. Let ρ ∈ C∞c (Rn) such
that

(80) ρ ≥ 0, ρ(x) = ρ(−x),

∫
ρ dx = 1,

and let ρ`(x) = `−nρ(`−1x). The first two estimates below are standard, the third
one is from [CET94], see also [CDLS12].

Lemma 7.2.

‖f ∗ ρ`‖r ≤ Cr`−r‖f‖0 for r ≥ 0,(81)

‖f ∗ ρ` − f‖0 ≤ Cr`r‖f‖r for r ≤ 2,(82)

‖(fg) ∗ ρ` − (f ∗ ρ`)(g ∗ ρ`)‖r ≤ Cr`2s−r[f ]s[g]s for r ≥ 0, s ≤ 1.(83)
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Proof. It suffices to prove the inequalities for r ∈ N, the non-integer cases follow
by interpolation (c.f. Lemma 7.1). For any multi-index β we have

∂β(f ∗ ρ`) = `−n−|β|
∫
Rn

(∂βρ)

(
x− y
`

)
f(y) dy.

Hence

[f ∗ ρ`]r ≤ `−r‖f‖0
∑
|β|=r

∫
|∂βρ| dx,

proving (81). Conversely,

f(x)− f ∗ ρ`(x) =

∫
Rn

ρ`(x− y)(f(y)− f(x)) dy,

and by the mean value theorem |f(y)− f(x)| ≤ [f ]1|y − x|, so that

|f(x)− f ∗ ρ`(x)| ≤ `[f ]1

∫
|zρ(z)| dz.

More generally, by considering the Taylor expansion of f we have f(y) − f(x) =∑
i ∂if(x)(yi−xi)+rx(y−x), where supx |rx(z)| ≤ C|z|2[f ]2. Since ρ is symmetric,∫

Rn

ρ(z)
∑
i

∂if(x)zi dz =
∑
i

∂if(x)

∫
Rn

ρ(z)zi dz = 0,

so that

f(x)− f ∗ ρ`(x) = −
∫
Rn

ρ`(z)rx(z) dz.

This implies (82).

For the proof of estimate (83) let β be any multi-index with |β| = r. By the
product rule

∂β
[
ϕ` ∗ (fg)−(ϕ` ∗ f)(ϕ` ∗ g)

]
=

=∂βϕ` ∗ (fg)−
∑
β′≤β

(
β
β′

)
(∂β

′
ϕ` ∗ f)(∂β−β

′
ϕ` ∗ g)

=∂βϕ` ∗ (fg)− (∂βϕ` ∗ f)(ϕ` ∗ g) + (ϕ` ∗ f)(∂aϕ` ∗ g)

−
∑

0<β′<β

(
β
β′

)
[∂β
′
ϕ` ∗ (f − f(x))][∂β−β

′
ϕ` ∗ (g − g(x))]

=∂βϕ` ∗ [(f − f(x))(g − g(x))]

−
∑
β′≤β

(
β
β′

)
∂β
′
ϕ` ∗ (f − f(x)) · ∂β−β

′
ϕ` ∗ (g − g(x)),

(84)

where we have used the fact that

∂βϕ` ∗ f(x) =

{
f(x) if β = 0,

0 if β 6= 0.
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Now observe that for s ≤ 1∣∣∂βϕ`∗[(f − f(x))(g − g(x))]
∣∣

=

∣∣∣∣∫ ∂βϕ`(y)(f(x− y)− f(x))(g(x− y)− g(x))dy

∣∣∣∣
≤
∫
|∂βϕ`(y)||y|2sdy [f ]s[g]s = Cr `

2s−r[f ]s[g]s.

Similarly, all the terms in the sum over β′ in (84) obey the same estimate. This
concludes the proof of (83). �

7.2. Conserved quantities.
Euler flows and Energy.

The following proof is essentially from [CET94], see also [DR00b]. Let v ∈
L∞(0, T ;Cα(T3)) be a weak solution of the Euler equations for some α > 0. Since
v is not sufficiently regular, the identities (6) and (7) cannot be obtained by simply
testing the equation with v itself. Instead we mollify the equation, obtaining

∂t(v ∗ ρ`) + div
[
(v ⊗ v) ∗ ρ`

]
+∇(p ∗ ρ`) = 0.

Observe that v` := v ∗ ρ` is not a solution of the Euler equations. However, testing
with v` itself we obtain the following analogue of (6):

∂t
|v`|2

2
+ div

((
|v`|2

2
+ p`

)
v`

)
= v` · div

[
v` ⊗ v` − (v ⊗ v) ∗ ρ`

]
which, after integrating, yields

d

dt

∫
T3

|v`|2

2
dx =

∫
T3

∇v` :
[
v` ⊗ v` − (v ⊗ v) ∗ ρ`

]
dx.

The integrand on the right can be estimated, using (81) and (83), as

‖∇v` :
[
v` ⊗ v` − (v ⊗ v) ∗ ρ`

]
‖0 ≤ ‖v`‖1‖v` ⊗ v` − (v ⊗ v) ∗ ρ`‖0 ≤ C`3α−1[v]3α,

so that, by letting `→ 0, we deduce that

if α > 1/3, then
d

dt

∫
T3

|v|2

2
dx = 0.

Isometric immersions and Curvature.

Let g be a C2 metric on Ω ⊂ Rn and u ∈ C1,α(Ω;Rm) an immersion for some
α > 0. Recall that on the manifold (Ω, g) one defines the Christoffel symbols and
the Riemannian curvature tensor as

Γijk =
∑
l

1

2
gil (∂kgjl + ∂jglk − ∂lgkj)

and

Riljk =
∑
p

glp

(
∂kΓpij − ∂jΓ

p
ik + ΓlijΓ

p
kl − ΓlikΓpjl

)
.

In particular for n = 2 the Gauss curvature can be calculated as

κ =
R1212

det g
.
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It is important to observe that, although u is not regular enough to take more than
one derivative, g = ∇uT∇u is. As in the case of the Euler equations, let us mollify
u, i.e. set

u` = u ∗ ρ`, g` = ∇uT` ∇u`.
Using (82) we see that

(85) ‖u` − u‖1 ≤ C`α‖∇u‖α,
and (83) yields

‖g` − g‖r ≤ ‖∇uT` ∇u` − (∇uT∇u) ∗ ρ`‖r + ‖g ∗ ρ` − g‖r
≤ Cr`2α−r‖u‖2α + Cr`

2−r‖g‖2.

In particular, if we set Γ` to be the Christoffel symbol associated with the metric
g`, then

(86) ‖Γ` − Γ‖0 ≤ C‖g` − g‖1 ≤ C`2α−1.

Thus, provided α > 1/2, the Christoffel symbols converge uniformly. Consequently,
parallel transport can be defined on the image u(Ω) by regularization, see [Bor59]
and (c) above in the introduction to Section 7.

Concerning the curvature, recall the following classical formula of Gauss, relating
the Gauss curvature of an embedded (smooth) surface Σ2 to the Gauss map:

κ dA = N∗dσ,

where dA is the area form on the surface, dσ is the area form on S2 and N : Σ2 → S2

is the unit normal to Σ2 ⊂ R3, the Gauss map.
Returning to isometric embeddings, let M2 be a compact surface without bound-

ary, and u : M2 → R3 an isometric embedding of class C1,α. Let u` once again
be the regularized embedding. Using the area formual, we have the equivalent
formulation of the above as

(87)

∫
V

f(N`(x))κ`(x) dA`(x) =

∫
S2

f(y) deg(y, V,N`) dσ(y)

for all open V ⊂⊂ Σ2 and f ∈ C1(S2). From (85) we deduce that N` → N
uniformly, provided α > 0, and hence the right hand side of (87) converges to∫
S2 f(y) deg(y, V,N) dσ(y).

Concerning the left hand side, assume now that α > 2/3. Observe from the
formulas for the Riemannian curvature tensor and for κ, that, by (86), only the term
with a second derivative on g` remains problematic. Accordingly, let us consider a
term of the form

(88)

∫
V

f(N`(x))∂klg`(x) (det g`)
−1/2dx.

Set ψ` := f(N`)(det g`)
−1/2, so that (88) can be written as∫

V

ψ`∂klgell = −
∫
V

∂kψ`∂lg`

= −
∫
V

∂kψ`(∂lg` − ∂lg) dx−
∫
V

∂kψ`∂lg dx

= −
∫
V

∂kψ`(∂lg` − ∂lg) dx+

∫
V

ψ`∂klg dx = I` + II`.
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Using the estimate on g` − g and (81), we have

‖ψ`(∂lg` − ∂lg)‖0 ≤ C`α−1`2α−1 = C`3α−2,

leading to I` → 0, whereas II` → II =
∫
V
ψ∂klg dx. Consequently, if α > 2/3, the

Gauss formula in the area formulation (87) holds for the surface Σ2 = u(M2).

The rigidity statement (d) from the introduction of this section follows from the
following notion from [Pog73]:

Definition 7.3. Let Ω ⊂ R2 be open and u ∈ C1(Ω;R3) an immersion. The surface
u(Ω) has bounded extrinsic curvature if there exists a constant C such that

k∑
i=1

∣∣N(Ei)
∣∣ ≤ C

for any finite collection {Ei} of pairwise disjoint closed subsets of Ω.

The rigidity for surfaces with bounded extrinsic curvature follows from the clas-
sical rigidity theory for convex surfaces (see e.g. [CV27, Pog51, Spi79] and

Theorem 7.4 (Pogorelov [Pog73]). Closed C1 surfaces with positive Gauss curva-
ture and bounded extrinsic curvature are convex.

It remains to show therefore, that our surface u(M2) with u ∈ C1,α, α > 2/3
has indeed bounded extrinsic curvature.

Lemma 7.5. Let Σ2 = u(M2) be a compact surface with positive Gauss curvature
and assume that the area formula∫

V

f(N(x))κ(x) dA(x) =

∫
S2

f(y) deg(y, V,N) dσ(y)

holds for all open V ⊂⊂ Σ2 and f ∈ C1(S2). Assume further that u ∈ C1,α with
α > 1/2. Then Σ2 is of bounded extrinsic curvature.

Proof. Using the fact that κ > 0 and the area formula holds, it is not difficult to
verify that

• deg(y, V,N) ≥ 0 for all y ∈ S2;
• deg(y, V,N) ≥ 1 for all y ∈ N(V ) \N(∂V ).

For the details see [CDLS12]. Then, given a pairwise disjoint family of closed sets
{Ei}, find an open cover with pairwise disjoint sets {Vi} such that ∂Vi is smooth.
Then ∑

i

∣∣N(Ei)
∣∣ ≤∑

i

∣∣N(Vi) \N(∂Vi)
∣∣+
∣∣N(∂Vi)

∣∣
≤
∑
i

∫
S2

deg(y, Vi, N) dy

=
∑
i

∫
Vi

κ ≤
∫
M2

κ <∞,

where we have used, that for α > 1/2 the measure of the image N(∂Vi) is zero,
since |∂Vi| = 0 and N ∈ Cα. This completes the proof. �
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7.3. C1,α isometric embeddings. Let us return to the local codimension 2 set-
ting of Section 3. Our aim is to modify the proof of Theorem 3.1 so that the
embedding obtained has Hölder continuous first derivatives. The main idea can be
best explained in the local, codimension 2 setting of Section 3.1. The extensions in
Section 3.2 can then be implemented in the same way, but the details become more
technical without more insight. Therefore, in these notes we restrict our attention
to the setting of Theorem 3.2. The general case can be found in [CDLS12].

The iteration scheme will proceed essentially in the same way as in Section 3.
In particular, recall that one step was defined by

(89) v(x) = u(x) +
a(x)

λ

(
sin(λx · ξ)ζ(x) + cos(λx · ξ)η(x)

)
.

This time we need a more precise estimate on the O( 1
λ )-term in the metric error.

Lemma 7.6. For v defined above

∇vT∇v = ∇uT∇u+ a2 ξ ⊗ ξ + E,

where

‖E‖0 ≤
C

λ
(‖a‖0‖a‖1 + ‖a‖0‖u‖2) +

C

λ2

(
‖a‖21 + ‖a‖20‖u‖22

)
.

Moreover, for any k ≥ 1 we have

[v − u]k+1 ≤ Ck
(
λk‖a‖0 +

1

λ
(‖a‖k+1 + ‖u‖k+2)

)
.

Proof. The proof is a direct calculation, using Lemma 7.1 and the estimate

‖ζ‖k, ‖η‖k ≤ Ck‖u‖k+1.

�

Observe the following effect: in order to estimate the new metric error, we need
information on the second derivatives of u. However, in order to estimate the
second derivatives of v (for the subsequent step), we need information on the third
derivatives of u. In order words the iteration scheme comes with a loss of derivative,
analogously to the Nash-Moser iteration scheme. The solution, as in the Nash-
Moser iteration, is to mollify the maps at each stage of the iteration. Recall that a
stage consists of decomposing the metric error

h = g −∇uT∇u

into primitive metrics and then adding each primitive metric using the ansatz (89)
in consecutive steps. This time we will mollify u at the beginning of each stage at
length-scale ` > 0 and estimate all norms in terms of

δ2 := ‖h‖0 and M := ‖u‖2.
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Mollification.

Set
u` := ρ` ∗ u, g` := ρ` ∗ g,

where ρ` is a standard mollifier as in (80). Since we aim at a local result, we
may as well assume that u and g are defined in a neighbourhood of Ω. Using the
convolution estimates in Lemma 7.2 we obtain

‖u`‖k+2 ≤ Ck`−kM for k ≥ 0,

‖u` − u‖1 ≤ C`M,

whereas the metric error becomes

‖g` −∇uT` ∇u`‖k ≤ ‖g` − (∇uT∇u)`‖k + ‖(∇uT∇u)` −∇uT` ∇u`‖k
≤ Ck(`−kδ2 + `2−kM2).

In order not to increase the size of the metric error by the mollification, we are
forced to choose the length scale

` =
δ

M
.

This in turn leads to the estimates (k ≥ 0)

‖u` − u‖1 ≤ Cδ,

‖g` −∇uT` ∇u`‖k ≤ Ckδ2`−k,

‖u`‖k+2 ≤ Ckδ`−k−1.

Decomposing into primitive metrics.

We wish to use Lemma 3.3 to write the metric error

h` := g` −∇uT` ∇u`
as the (locally finite) sum of primitive metrics. However, the definition aj(x) =
Γj(h`(x)) has the disadvantage that we cannot control higher derivatives of aj

easily. Recall that ‖aj‖0 ≤ ‖h`‖
1/2
0 , so that, in analogy with the estimates for u` we

should expect the estimates

(90) ‖aj‖k ≤ Ckδ`−k.
Indeed, after mollification we can imagine g`, ∇u` and hence h` to be constant on
length scales below `. In order to achieve (90) we rescale the metric error as follows.
Fix a small number r > 0 and define

h̃` : = g` + r
δ2h`

=
(
1 + r

δ2

)
g` − r

δ2∇u
T
` ∇u`

and

ũ` :=
(

1 + δ2

r

)−1/2

u`.

Then

(91) ‖h̃` − g`‖0 ≤ r,
and on the other hand

g` −∇ũT` ∇ũ` =
δ2

r + δ2
h̃`.
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Invoking Lemma 3.3 we write

(92) h̃`(x) =
∑
j

Γ2
j (h̃`(x))ξj ⊗ ξj

and accordingly, we set

(93) aj(x) :=
δ√

r + δ2
Γj(h̃`(x)).

Because of (91) and since the decomposition in Lemma 3.3 is locally finite, by
choosing r > 0 sufficiently small (only depending on g), the sum (92) consists of
a fixed finite number of terms {Γj}j=1...N , where N is independent of u (hence
independent of the particular stage). Therefore the functions Γj involved in the
sum are smooth with uniform estimates on all derivatives (each single Γj has this
property, see Lemma 3.3), and consequently

‖Γj ◦ h̃`‖k ≤ Ck‖h̃`‖k
≤ Ck

(
‖g`‖k + r

δ2 ‖h`‖k
)

≤ Ck`−k.
(94)

From this together with (93) we deduce (90) easily.
The above rescaling can be understood as follows: The estimate in (94), ‖Γj ◦

h̃`‖k ≤ Ck,j‖h̃`‖k, holds for each j separately, but with constants that might depend

on j as well. Moreover, along the iteration h̃` becomes smaller and smaller, requiring
new Γj ’s to be used in (92). Indeed, recall that each Γj is supported on a compact
subset of P, the set of symmetric positive-definite matrices. On the other hand the
identity (92) suggests that we might instead use a fixed set of Γj ’s if we extend
them to 1/2-homogeneous functions. More precisely, Lemma 3.3 obviously implies
the identity

A =
∑
j

(
|A|1/2Γj

(
A

|A|

))2

ξj ⊗ ξj

for A ∈ P. The estimate (91) ensures that only a finite number of Γj ’s are used,
and (93) amounts to the 1/2-homogeneous rescaling, with δ ∼ |h`|.

Next, observe that ũ` enjoys the same estimates as u`, since we may assume
δ2 < r. (r > 0 is fixed once for all whereas δ > 0 changes along the iteration).

Finally, we replace (89) by

(95) v(x) = ũ`(x) +
a(x)

λ

(
sin(λx · ξ)ζ̃`(x) + cos(λx · ξ)η̃`(x)

)
,

where ζ̃`, η̃` are the unit normal vectors to ũ`(Ω) and a = aj , ξ = ξj for some j.
Combining Lemma 7.6 with the estimates for ‖u`‖k+2 and ‖aj‖k from above, we
obtain the new metric error:

‖E‖0 ≤
C

λ
(δ2`−1 + δM) +

C

λ2
(δ2`−2 + δ2M2).

Since we want to reduce the metric error using this ansatz, at the least we should
have ‖E‖0 ≤ Cδ2. This requires

λ ≥ `−1.

Then, combining Lemma 7.6 with the estimates above and the choice ` = δ
M we

obtain



48 FROM ISOMETRIC EMBEDDINGS TO TURBULENCE

Lemma 7.7. Let λ ≥ `−1. For v defined in (95) we have

∇vT∇v = ∇ũT` ∇ũ` + a2 ξ ⊗ ξ + E,

where

‖E‖0 ≤ C
δM

λ
.

Moreover, ‖v − u‖1 ≤ Cδ and for any k ≥ 1 we have

‖v‖k+1 ≤ Ckλkδ.

The lemma above can now be iterated to obtain a stage, as in Proposition 3.4
from Section 3. The number of steps in a stage will be determined by the number
of non-zero terms in the decomposition

g(x) =
∑
j

λ2(g(x))ξj ⊗ ξj x ∈ Ω.

Thus, let

(96) n∗ = #
{
λj : {λj > 0} ∩ g(Ω) 6= ∅

}
.

Proposition 7.8 (Stage). Let m ≥ n+ 2 and u : Ω→ Rm a smooth, strictly short
immersion. There exists δ0 > 0 such that if ‖g − ∇uT∇u‖0 < δ2

0, then for any
K ≥ 1 there exists a smooth strictly short immersion ũ : Ω→ Rm with

‖g −∇ũT∇ũ‖0 ≤ C
1

K
‖g −∇uT∇u‖0,

‖ũ− u‖1 ≤ C‖g −∇uT∇u‖
1/2
0 ,

‖ũ− u‖0 ≤ C
1

K
‖g −∇uT∇u‖20,

‖ũ‖2 ≤ C‖u‖2Kn∗ .

Proof. The proof proceeds analogously to the proof of Proposition 3.4, after some
preparation. Set δ2 := ‖g−∇uT∇u‖0 and M := ‖u‖2, as above, and ` := δ

M . Since

g(Ω) is compact, n∗ is finite. For r > 0 to be fixed, define h̃` as above. Using (91)
we see that

‖g − h̃`‖0 ≤ ‖g − g`‖+ r.

Hence, by choosing r > 0 and δ0 > 0 (and consequently `) sufficiently small, we can

ensure that h̃`(Ω) is covered by the same open sets {λj > 0} as g(Ω). Consequently
the decomposition (92) consists of fixed n∗ terms (independently of u).

We define successively the maps

u0 = ũ`, u1, u2, . . . , un∗ = ũ

by applying Lemma 7.7 repeatedly with λ1, . . . , λn∗ . From Lemma 7.7 we obtain
inductively

‖uj+1‖2 ≤ Cλj‖g −∇uT∇u‖
1/2
0 ,

so that we require

λ1 ≥
K

`
and λj+1 ≥ Kλj ,

leading to the choice of frequencies

λ1 =
K

`
, λ2 =

K2

`
, . . . , λn∗ =

Kn∗

`
.
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By summing up the errors obtained in each step we arrive at the claimed estimates
for ũ. �

Proposition 7.8 can now be easily iterated to obtain

Theorem 7.9. Let m ≥ n+2 and u : Ω→ Rm a smooth, strictly short immersion.
There exists δ0 > 0 such that if ‖g−∇uT∇u‖0 < δ2

0, then for any ε > 0 there exists
ũ ∈ C1,α(Ω;Rm) for any

α <
1

1 + 2n∗
such that ‖u− ũ‖0 < ε and

∇ũT∇ũ = g in Ω.

Proof. Let u0 = u and M0 = ‖u‖2. By iterating over stages (Proposition 7.8) with
some fixed K > 1 we obtain a sequence uk : Ω→ Rm with

‖g −∇uTk∇uk‖0 ≤ δ2
k,

‖uk‖2 ≤Mk,

‖uk+1 − uk‖1 ≤ Cδk,
where

δ2
k+1 =

C

K
δ2
k, Mk+1 = CMkK

n∗ .

By changing the value of K > 1 we may assume the constant is C = 1 in the
relations above, so that

δk = δ0K
−k/2, Mk = M0K

kn∗ .

Therefore

‖uk+1 − uk‖1 ≤ Cδ0K−
k/2

‖uk+1 − uk‖2 ≤M0(Kkn∗ +K(k+1)n∗) = CKkn∗ ,

and by interpolation

‖uk+1 − uk‖1+α ≤ Cδ1−α
0 K−

k
2 (1−α(1+2n∗)).

�

Optimal Hölder exponent?

The optimal Hölder exponent is determined through n∗, the number of steps in
a stage. In turn n∗, defined in (96), is determined entirely by the metric g. Recall
also that λj are defined in Lemma 3.3 as convex coordinates on simplices S ⊂ P1,
where P1 is the set of positive definite n × n matrices with trace 1. Thus, in the
best case, if g(Ω) is contained in one simplex (e.g. if g(x) is close to a fixed constant
matrix for all x ∈ Ω), then the number n∗ is determined by Carathéodory’s theorem
as

n∗ = dimL+ 1 = 1
2n(n+ 1),

so that the best regularity obtainable via this method is

α <
1

1 + n+ n2
.

For S2 ↪→ R3 or more generally, for embedding surfaces, this yields 1/7, and thus
there remains a big gap in the range 1/7 < α < 2/3.
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Observe also that in any case n∗ ≥ 1. Therefore, even if we were able to perform
the steps in parallel rather than serially (e.g. in sufficiently high codimension this
is possible), we would only be able to reach the Hölder exponent α < 1/3. It
turns out that in high codimension additional ideas can be used to improve on the
scheme and in fact reach any exponent α < 1, see [Käl78]. On the other hand, if the
metric g is sufficiently smooth, by an entirely different construction, more based on
Newton iteration rather than convex integration, much more smooth embeddings
can be constructed. See [Nas56, Jac72].
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